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1. 	 Foreword
Mario Nava  
Director General for Structural Reform Support - European Commission

In the last two decades the world has witnessed an extraordinary technolo-
gy-driven change in the financial system with unprecedented effects that are 
still far from being overcome. While technological innovation has always been 
part and parcel of finance, the disruption brought by the application of in-
novative technologies to various financial flows has projected regulatory and 
supervisory authorities into a new era. Digital finance is becoming ever less a 
niche trend. Instead, it is a truly ubiquitous phenomenon pervading the lives 
of billions of people around the world. Capturing the opportunities it offers 
and managing its potential risks represent key challenges for regulatory and su-
pervisory authorities within and beyond the EU.

This e-book is the result of the first year of implementation of an ambi-
tious and far-reaching technical support project launched by the European 
Commission (DG REFORM) in October 2022:1 the EU Supervisory Digital 
Finance Academy (EU-SDFA). Until 2025, and possibly beyond, the Academy 
will bring together experts from Member State financial supervisory authori-
ties with a view to developing their skills and capacity in relation to the appli-
cation of advanced technologies to financial services, products and markets. 
The EU-SDFA is a unique cross-sectoral EU-wide initiative aimed at overcom-
ing sectoral barriers, fostering a common culture and understanding of digital 

1	 The mission of DG REFORM is to provide Member States with tailor-made technical support lev-
eraging the resources of the Technical Support Instrument – the European Commission’s key tool 
to support the design and implementation of inclusive growth-enhancing reforms. DG REFORM 
covers a broad range of policy areas, from public administration transformation to labour, health, 
energy and the financial sector. It mobilises resources to provide Member States with result-oriented 
support, cooperating with international organisations and public and private sector experts.
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finance issues in order to build an inclusive community of financial sector 
experts able to manage the disruptive challenges brought by digitalisation.

The journey leading to the launch of the EU-SDFA started back in 2020. In 
the midst of the third wave of the Covid-19 pandemic we started to reflect on 
how best to support the Member States in coping with the significant multiple 
challenges faced by the economy. Digitalisation, with its pervasive effects, clearly 
appeared a topic too big to ignore – and all the more in the financial sector. 
The EU-SDFA was presented as the first flagship project for the financial sector 
in the Technical Support Instrument (TSI) 2022 cycle, and as a concrete op-
portunity for the Member States to effectively match the pressing demand for 
a profound revamp of supervisory skills and knowledge in the area of digital 
finance. Therefore, the EU-SDFA addresses a cross-cutting need by exploiting 
economies of scale and adding an EU-wide perspective and a cross-sectoral di-
mension, building on the objectives of the Digital Financial Strategy adopted 
in September 2020.

The EU-SDFA’s comprehensive and diversified learning path is comple-
mented by activities that help develop practical skills, enable exchanges and 
knowledge-sharing on cutting-edge issues, and effectively promote the estab-
lishment of a community of digital-savvy supervisors fully equipped to face the 
challenges brought by the disruption caused by digital finance and drive change 
in the regulatory and supervisory world. We are confident that the Academy 
can act as both a real multiplier and an enabler of further development. It will 
facilitate the sharing of knowledge, expertise and skills among the institutions 
participating, possibly giving rise to a flow of new actions and cooperation 
among the authorities. At the same time, the EU-SDFA can become an incu-
bator of new solutions and ideas to be further developed with the European 
Commission’s technical support as multi-country or cross-sectoral projects.

The name we have chosen for this project clearly reflects its ambitions 
and conceptual background. In ancient Greece, the Academy was the legend-
ary sacred place in the surroundings of Athens where the hero Akademos was 
buried, and where Plato founded his school for prominent leaders and thinkers. 
Building on this legacy, ‘academy’ is now a reference term for high-level educa-
tional institutions in which learning is transferred and developed among and 
by the participants, helping to build a unique community of experts in a given 
field. The EU-SDFA has potential to become a powerful knowledge hub with 
multiple spokes across the EU. These spokes may be institution-specific, coun-
try-based, sectoral or cross-sectoral, enabling experts to work together beyond 
national borders on the basis of a common cultural background and knowl-
edge.
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DG REFORM started this project with the full support of DG FISMA 
and working in close partnership with the three European Supervisory Author-
ities (ESAs). Their collaboration and contribution are key: first, as the project 
complements the extensive ongoing work carried out by the ESAs themselves 
in the area of digital finance; second, as the ESAs bring an effective EU-wide 
perspective to the challenges brought by digitalisation, fostering cross-border, 
cross-sectoral cooperation and coordination; and third, as the project aims to 
ensure a positive continuous feedback loop between the build-up of knowl-
edge and skills, and enhancement of the composite multi-layer regulatory 
framework to which the ESAs largely contribute.

The European University Institute Florence School of Banking and Finance 
is an invaluable partner in the implementation of the project. The Institute has 
recognised academic expertise in the area of financial regulation, and strong 
historical ties with the EU institutions and agencies, and a number of Member 
States.

The preparedness and enthusiasm of all the project partners has allowed us 
to successfully complete the first academic cycle and to create a solid base for 
the continuation of this endeavour, which will contribute to building a more 
resilient and innovative financial system for the benefit of EU citizens and busi-
nesses.



2. 	 Introduction
Thorsten Beck  
Professor of Financial Stability and Director of the Florence School  
of Banking and Finance at Robert Schuman Centre - European University 
Institute

Leonardo Giani  
Research Fellow of the Florence School of Banking and Finance at Robert 
Schuman Centre - European University Institute

Giuseppe Sciascia  
Policy Officer at European Commission DG for Structural Reform Support - 
REFORM

This e-book is published about a year after the launch of the EU Supervisory 
Digital Finance Academy (EU-SDFA). It contains contributions on some of 
the main topics covered in the training activities which took place during the 
first academic year of the EU-SDFA, either at the European University Insti-
tute (EUI) or in workshops hosted by the European Supervisory Authorities 
(ESAs).

The contributions are mainly authored by the training activity instruc-
tors. More precisely, the e-book consists of twelve contributions from different 
authors grouped in three broad areas. The e-book format is intended to enable 
past and future EU-SDFA participants to complement their learning experi-
ences, while also providing valuable documents to rely on in the future. Indeed, 
although they started with teaching materials, the authors have not done a 
mere stock-taking exercise of the resources employed in the training sessions. 
They have substantially reworked and enhanced their materials, turning them 
into true and proper (albeit short) chapters. As such, the e-book also provides 
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the EU-SDFA with visibility in the research and policy community by allowing 
experts and academics to contribute to the public debate.

Following the foreword and this introduction, the first section aims to 
provide an overview of the subject matter of the e-book. It starts with a con-
tribution by Alice Guedel and Giuseppe Sciascia, who provide an outline of 
some of the main initiatives taken at the European Union level in the field of 
digital finance. In doing so, the authors consider the objectives and results to 
date of these initiatives, and their legacy for the future. Next, Ignazio Angeloni 
explores the challenges and perspectives of digital finance from a broader (i.e. 
global) viewpoint. His contribution starts by going back to the origins of digital 
finance, explaining how the concept is less new than it appears, before going 
into some of the most important manifestations of digital finance nowadays: 
cryptocurrencies; stablecoins; crypto-platforms; online payment platforms 
and smartphone applications; and central bank digital currencies (CBDCs). 
In doing so, it considers in particular their potential contributions to a more 
diversified, effective and efficient financial sector, possible risks and how to deal 
with them.

The second section considers some of the main technologies and drivers of 
digital finance. First, a contribution by Thorsten Koeppl describes blockchain 
and DeFi, outlining the current trends and challenges for supervisors. In doing 
so, among other things, Koeppl emphasises the essential role of trust in finan-
cial markets. The following two contributions focus on artificial intelligence 
(AI) and machine learning (ML). A contribution by Paolo Giudici explains 
how modern data-driven AI enabled by powerful ML is rapidly changing fi-
nancial services leading to widespread diffusion of financial technologies. This 
contribution highlights the main risks and problems of financial technologies 
and illustrates the S.A.F.E. (Sustainable, Accurate, Fair and Explainable) model 
along with its policy implications. A contribution by Patty Duijm and Iman 
van Lelyveld discusses how to leverage the potential of data science, AI and 
ML based on the experiences and use cases of one central bank and supervisor: 
DNB (i.e. the Dutch central bank). The authors demonstrate the huge poten-
tial of data science in seven lessons. Finally, a contribution by Alain Otaegui 
Chapartegui provides an overview of financial innovation facilitators in the 
EU and describes a cross-border testing framework for the EU financial sector 
and new types of approaches and tools in financial innovation facilitators. It 
then focuses on financial innovation facilitation in specific areas of the finan-
cial sector and concludes with an outlook for innovation facilitators in the EU 
financial sector.
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The third section focuses on the main risks and opportunities involved 
in digital finance. The opening contribution in this section by Emran Islam 
and Klaus Löber sheds light on the crucial topic of cyber risk and the financial 
sector. The authors suggest there are six major building blocks that, if created, 
could considerably reduce cyber risk and help safeguard global financial sta-
bility. They conclude that tackling cyber risk requires a coordinated approach 
built on a holistic strategy, effective regulation and supervision, financial stabil-
ity analysis, response and recovery, information-sharing and cyber deterrence. 
All these require close coordination and collaboration between the authorities 
and the financial industry. A contribution by Katherine Foster then delves into 
the evolution of the sustainable development goals (SDGs) and the climate risk 
agenda, and focuses on the promise and challenges of digital technology in ad-
vancing these global goals. It offers definitions of some key concepts in digital 
finance, highlighting their significance in the context of climate risk and the 
SDGs, together with the challenges they bring. The contribution addresses the 
need for integrative approaches, pathways and governance to foster integrative 
inclusive sustainable financial practices and investments in climate risk mitiga-
tion and SDG solutions.

The third section continues with three contributions by experts employed 
by the ESAs which focus on the topics of the workshops they each hosted in 
the context of the EU-SDFA. A contribution by Claudia Guagliano and Valenti-
na Mejdahl from the European Securities and Markets Authority (ESMA) deals 
with SupTech, starting with a definition of SupTech and an analysis of how this 
concept emerged and evolved in the context of financial services, explaining how 
the ESAs have adopted and promoted SupTech tools and concluding with a de-
scription of the benefits and challenges brought by NLP-based tools adopted by 
ESMA in some analytical projects. A contribution by Maha Abbassi from the 
European Banking Authority (EBA) focuses on RegTech. It also starts with a 
definition, and then outlines some examples of RegTech applications and the 
associated risks, to conclude with an analysis of the challenges involved and how 
to overcome them. A contribution by Adrian Mora-Moreno from the European 
Insurance and Occupational Pensions Authority (EIOPA) starts by introducing 
the concept of business models and puts particular emphasis on the increasing in-
fluence of digitalisation on business models in the financial sector. It then analyses 
the role that supervision of business models plays, especially in the context of the 
evolving digital landscape. Finally, it presents work carried out in this field by the 
ESAs to support the efforts of national competent authorities (NCAs).
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The e-book concludes with a contribution written jointly by Giulio Bagat-
tini from ESMA, Andres Lehtmets from EIOPA and Maha Abbassi from EBA 
which presents three selected use cases from ESMA’s workshop on SupTech, 
EIOPA’s workshop on Digital Business Model Analysis and the EBA’s workshop 
on RegTech.



3. 	 The state of digital 
finance in Europe1

Alice Guedel   
Policy Officer at European Commission DG for Financial Stability, Financial 
Services and Capital Markets Union - FISMA

Giuseppe Sciascia   
Policy Officer at European Commission DG for Structural Reform Support - 
REFORM

1.	 Introduction
Over the last decade, innovative technologies such as artificial intelligence (AI), 
machine learning (ML), distributed ledger technologies (DLT), big data and 
cloud computing have been significantly transforming the financial system, 
giving rise to new products, services, applications, processes, and business 
models. Generally referred to as ‘digital finance,’ this phenomenon benefits 
financial market participants and users, including financial institutions, con-
sumers, companies, and supervisory authorities. Indeed, it enables greater and 
more inclusive access to financial services, wider product choice, a more com-
petitive landscape and increased operational efficiency. Flowing investments 
prompted by efforts towards the digital transition prompt continual progress, 
as is shown by recent developments in generative AI and open finance.

Along with the advantages and opportunities, digital finance has been 

1	 The views expressed here are those of the authors and do not necessarily reflect those of the European 
Commission.
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raising new risks and challenges, which regulatory and supervisory authorities 
around the world have started to monitor, assess, and mitigate. Digital finance 
creates risks of heightened fraud, volatility and losses for investors and consum-
ers. Increased reliance on IT and data infrastructure exposes the whole finan-
cial sector and individual institutions to increased vulnerabilities, including 
cyber threats, disastrous data losses and heavy reliance on third party services. 
The growing use of big data collected from various sources, stored, and then 
elaborated using AI-based applications, may give rise to financial exclusion, dis-
criminatory practices and biases, ultimately affecting consumer outcomes.

To govern the transformative changes brought by digital finance and further 
pursue the ambition for a post-Covid-19 recovery that embraces the digital 
transition, the European Commission put forward a series of significant pol-
icymaking initiatives, setting a new pace in the global landscape of regulatory 
responses to the evolution of digital finance. Significant legislative actions such 
as rules on crypto activities and digital operational resilience have now entered 
into force and are gradually being phased in. More recent proposals – such as 
ones on the design of a digital euro and open finance – will further enrich the 
regulatory landscape, driving further change in the EU digital finance industry. 
This chapter provides a chronological overview of some of these major initi-
atives, focusing on their overarching objectives and results to date, and their 
legacy for the years to come.

2.	 The 2020 digital finance package:  
The digital finance strategy
In September 2020, the European Commission adopted a digital finance 
package, including a Digital Finance Strategy for the EU2 and legislative pro-
posals on markets for crypto-assets and digital resilience COM(2020). The 
Digital Finance Strategy provided the general lines on support for the digital 
transformation of finance in the coming years, while outlining a framework to 
regulate its risks. The strategy aims to link sector-specific digital finance actions 
to the broader context of the Commission’s overarching policy goals, includ-
ing a greater geopolitical and competitive role for Europe, the green transition 
and a deepening of capital markets. Indeed, digital finance has the potential to 

2	 See EC (2020) COM(2020) 591 final. The Digital Finance Strategy for the EU sets out a general 
framework for how Europe can support the digital transformation of finance in the coming years, 
while regulating its risks.
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unleash European innovation and create opportunities to develop better finan-
cial products for consumers while unlocking new ways of channelling funding 
to EU businesses, in particular SMEs. Therefore, its development will support 
the European economic recovery strategy and the broader economic transfor-
mation, opening new channels to mobilise funding in support of the Green 
Deal and the New Industrial Strategy for Europe. 3

The EU’s Digital Finance Strategy is centred on four main priorities: 
removing fragmentation in the Digital Single Market; adapting the EU regu-
latory framework to facilitate digital innovation; promoting data-driven inno-
vation in finance; and addressing the challenges and risks associated with the 
digital transformation.

To achieve the first objective, the strategy proposes to enable EU-wide in-
teroperable use of digital identities, to introduce passporting mechanisms and 
regulatory harmonisation for firms and activities with a high innovative poten-
tial and to foster cooperation through the European Forum of Innovation Fa-
cilitators (EFIF) and a new EU digital finance platform (see below). Achieving 
the second priority depends on putting in place a comprehensive regulatory 
framework enabling the uptake of DLT and crypto assets in the financial sector 
while mitigating their risks, along with initiatives to promote the use of AI ap-
plications and cloud computing infrastructure. The strategy also proposes es-
tablishing a common financial data space to facilitate real-time digital access to 
all regulated financial information, also leveraging the promotion of innovative 
IT tools enabling reporting and supervision, and a framework to allow B2B da-
ta-sharing (within and beyond the financial sector). The last strategic priority 
of addressing the challenges and risks of digital finance refers to adaptation of 
prudential and conduct regulation and supervision of the new financial land-
scape with a continual focus on consumers’ interests, mitigation of AML risks, 
and strengthening of operational resilience for financial institutions.

3.	 Regulating the market in cryptos:  
the MiCA Regulation
Regulation of markets in crypto-assets represents one of the major milestones 
achieved as a follow-up to the 2020 Digital Finance Strategy. The 2020 Digital 
Finance Package already included a proposal for a Regulation on the Markets 
in Crypto-Assets (MiCA) aimed at promoting responsible innovation in cryp-

3	 See EC (2023) COM(2023) 62 final.
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to-asset markets while providing heightened market integrity, consumer and 
investor protection, and preserving financial stability. As a result of the subse-
quent legislative process, MiCA officially entered into force in June 2023.4 The 
Regulation includes a substantial number of Level 2 and Level 3 measures that 
must be developed before the fully-fledged entry into application of the new 
regime (within a 12-to-18-month deadline depending on the mandate).

MiCA establishes uniform EU market rules for crypto-assets. In particu-
lar, the regulation covers crypto-assets that are fungible (excluding so called 
non-fungible tokens due to their non-financial nature) and that are not cur-
rently regulated by existing financial services legislation.5 Key provisions on 
regulated entities issuing and trading crypto-assets (including asset-reference 
tokens and e-money tokens) cover transparency, disclosure, authorisation and 
supervision of transactions. The MiCA framework hence aims to address the 
key risks which have appeared in recent crypto-asset market turmoil.

First, prospective purchasers and holders of crypto-assets should be 
informed about the characteristics, functions, and risks of crypto-assets they 
intend to purchase. To this end, when making a public offer of crypto-assets, 
or when seeking admission of crypto-assets to trading on a trading platform 
for crypto-assets, issuers, offerors, and persons seeking admission to trading of 
crypto-assets should produce, notify to their competent authority and publish 
an information document (‘a crypto-asset white paper’) containing mandatory 
disclosures. Second, to ensure market integrity and reduce the risks of fraud, 
MiCA introduces organisational, operational and prudential requirements for 
issuers of crypto assets and crypto asset service providers like trading venues 
and wallets. These requirements include establishing a clear organisational 

4	 Regulation (EU) 2023/1114.

5	 MiCA has introduced particularly stringent rules for so-called stablecoins, i.e. tokens that aim to 
maintain a stable value in relation to an official currency, or in relation to one or several assets, via 
protocols, that provide for the increase or decrease in the supply of such crypto-assets in response 
to changes in demand. In this regard, MiCA distinguishes between i) e-money tokens (EMTs), i.e. 
crypto assets that purport to maintain a stable value by referencing the value of one official currency, 
and ii) asset-referenced tokens (ARTs), i.e. crypto-assets that are not an EMT and that purport to 
maintain a stable value by referencing any other value or right or a combination thereof, including 
one or more official currencies. EMTs can only be issued by an authorised e-money institution or 
credit institution, subject to notification of a white paper to the competent authority and its subse-
quent publication. Strict requirements apply to their marketing and redeemability, and investment of 
funds received in exchange for their availability. ARTs can only be issued by a credit institution or by a 
legal person or other undertaking established in the EU that has been authorised pursuant to MiCA 
itself. The Regulation details the supervisory process applicable to such issuers, and their conduct, 
information and risk management obligations.
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structure, transparent and consistent lines of responsibility, a fit and proper 
management structure, risk assessment mechanisms and rules for the manage-
ment of conflicts of interest. In addition, MiCA provides specific rules for the 
prevention of market manipulation and insider trading (market abuse), while 
specific rules aim at preventing hacks and bugs in the blockchain, requiring the 
establishment of adequate IT security procedures and systems in place to guard 
against cyber risks and IT failures. Finally, to ensure that risks of money laun-
dering, terrorist financing and sanctions circumvention are mitigated, crypto 
asset service providers covered by MiCA are included in the list of ‘obliged 
entities’ under the AML framework. As such, they must comply with the 
AML/CTF regulatory framework.

4.	 Protecting digital operational 
resilience: the DORA framework
The second main legislative proposal included in the 2020 Digital Finance 
Package focuses on addressing the risks associated with the financial sector’s 
growing dependence on software and digital processes. The Commission 
proposal aims to strengthen firms’ capacity to withstand ICT-related disrup-
tions and threats, mandating compliance with strict requirements to prevent 
and limit the impact of ICT-related incidents. In addition, the proposed frame-
work outlines a mechanism to oversee service providers (such as BigTechs) 
which provide cloud computing services to financial institutions.

This initiative interrelates with a wider workstream ongoing at the European 
and international levels to strengthen cybersecurity in financial services and 
address broader operational risks. The proposal also responds to the 2019 Joint 
technical advice of the European Supervisory Authorities (ESAs), which called 
for a more coherent approach in addressing ICT risks in finance and recom-
mended that the Commission should strengthen, in a proportionate way, the 
digital operational resilience of the financial services industry with an EU sec-
tor-specific initiative. The ESAs’ advice was a response to the Commission’s 
2018 Fintech action plan COM(2018).

The final text of DORA was signed on 14 December 2022 and published 
in the EU Official Journal on 27 December 2022.6 The DORA Regulation sets 
out specific requirements for the security of network and information systems 
of companies and organisations operating in the financial sector and of critical 

6	 Regulation (EU) 2022/2554.
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third parties which provide them with ICT-related services, such as cloud plat-
forms and data analysis services. Under the new framework, financial firms will 
have to make sure they can withstand, respond to and recover from all types 
of ICT-related disruptions and threats, and critical third-country ICT service 
providers to financial entities in the EU will be required to establish subsidiar-
ies in the EU so that oversight can be properly implemented.

5.	 The digital finance platform  
and the data hub
As a follow-up to the launch of the 2020 Digital Finance Strategy, the Com-
mission established a platform aimed at supporting innovation in finance and 
building a true single market for digital financial services. The Digital Finance 
Platform was created to serve long-standing requests identified by stakehold-
ers, to develop closer relationships between innovative firms (fintechs and es-
tablished financial entities) and NCAs, and to set up an entry point into the 
single market. The Digital Finance Platform is a collaborative space that offers 
practical tools designed to facilitate the scaling up of innovative firms across 
Member States.

In the Digital Finance Platform, the Data Hub will make specific sets of 
non-public non-personal data7 available to participating firms with a view to 
enabling them to test innovative products and train AI/ML models. The Data 
Hub will therefore complement national sandboxes and innovation hubs that 
typically focus on facilitating dialogue between regulators and innovators for 
private and public sector use cases, complementing the existing Digital Finance 
Platform’s cross-border testing features. The Hub will hence ultimately make 
it easier to develop products that depend on data-intensive AI systems so 
as to promote the competitiveness of EU firms. The initiative is part of the 
Data Strategy COM(2020) with which the EU commits to boosting the de-
velopment of trustworthy data-sharing systems by means of four broad sets 

7	 To ensure compliance with confidentiality requirements, the Commission – together with NCAs 
– has decided to build the data hub using synthetic data. Synthetic data offers a way for national 
supervisors to participate in the project without having to make the real data they hold accessible to 
any third party. Synthetic data would be generated from original confidential data held by the NCAs 
so that the real data would never leave the premises of the supervisor and no external user would ac-
cess the data and the supervisor would be the legal owner of the synthetic data and would commit to 
make it available on the data hub. In summary, synthetic data would ensure full anonymisation while 
preserving the characteristics of the original data that make it relevant for testing purposes. This 
method makes it possible to generate synthetic data that offers the necessary level of anonymisation 
while preserving the characteristics of the original data that make it relevant for testing purposes.
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of measures, one of which is to facilitate the reuse of public sector data that 
cannot be made available as open data.

6.	 A revised strategy for retail payments
The 2020 Retail Payments Strategy represents the second non-legislative in-
itiative included in the 2020 Digital Finance Package. The Retail Payments 
Strategy for the EU aims to further develop the European payments market 
so the EU can fully benefit from innovation and the opportunities that come 
with digitalisation. The strategy focuses on creating the conditions to make the 
development of instant payments and EU-wide payment solutions possible, 
ensuring consumer protection and the safety of payment solutions, and 
reducing Europe’s dependence on big global players in this area.

The 2020 Retail Payments Strategy contains four pillars: increasing-
ly digital and instant payment solutions with a pan-European reach; innova-
tive and competitive retail payment markets; efficient and interoperable retail 
payments systems and other support infrastructure; and more efficient inter-
national payments.

7.	 The framework for Financial Data 
Access (FIDA)
In 2020, the Commission identified the promotion of data-driven finance as 
one of the priorities in its Digital Finance Strategy and stated its intention to 
put forward a legislative proposal for an open finance framework. The Capital 
Markets Union Communication adopted in 2021 confirmed the Commis-
sion’s ambition to accelerate its work on open finance and announced the 
establishment of an Expert Group on the European Financial Data Space to 
provide input on a first set of use cases related to open finance. President von 
der Leyen confirmed in her 2022 State of the Union Letter of Intent that data 
access in financial services is among the key new initiatives for 2023.8 

In June 2023, the European Commission put forward a series of propos-
als to further improve consumer protection and competition in electronic 
payments, and to empower consumers to share their data in a secure way so 
that they can get a wider range of better and cheaper financial products and 
services. The initiatives proposed in the June 2023 package ultimately aimed to 

8	 EC (2023).
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ensure that the EU’s financial sector is fit for purpose and capable of adapting 
to the ongoing digital transformation, and the risks and opportunities it will 
bring.

A first set of measures proposed in the June 2023 package include proposed 
amendments to modernise the Payment Services Directive (hence adoption 
of the PSD3) and to also establish a Payment Services Regulation.9 Together, 
these will ensure consumers can continue to make electronic payments and 
transactions in a safe and secure manner, domestically or cross-border, in euros 
and other currencies. While safeguarding their rights, it also aims to provide a 
greater choice of payment service providers on the market.

A second set of measures is embodied in a legislative proposal for a frame-
work for financial data access.10 This framework will establish clear rights and 
obligations to manage customer data sharing in the financial sector beyond 
payment accounts. In practice, this will lead to more innovative financial 
products and services for users and will stimulate competition in the financial 
sector. The objective of this proposal is to promote digital transformation and 
speed up adoption of data-driven business models in the EU financial sector to 
improve economic outcomes for financial services customers (consumers and 
businesses) and financial sector firms. Once achieved, consumers and SMEs 
will be able to access individualised, data-driven financial products and services 
that may better fit their specific needs. Financial institutions will be able to 
take full advantage of digital transformation trends, while third-party service 
providers will develop new business opportunities through data-driven inno-
vation. Consumers and firms will be given access to their financial data in order 
to enable data users (financial institutions and financial information service 
providers) to provide tailored financial products and services that better suit 
the needs of customers and firms.

The proposal leverages on the experience of the second Payment Services 
Directive. The PSD2 already enables the sharing of payment account data 
according to the ‘open banking’ model. This recent proposal will enable the 
sharing of a broader set of financial services data and sets the rules according to 
which sharing these data is going to be achieved and the rules applicable to the 
market participants who will engage in this activity. 

In this respect, the proposal establishes rules in accordance with which 
certain categories of customer data in finance may be accessed, shared and used. 

9	 See EC (2023) COM(2023) 367 final and EC (2023) COM(2023) 366 final.

10	 See EC (2023) COM(2023) 360 final.
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In addition, it includes provisions concerning the transparency of conditions 
and information requirements for access, sharing and use of data in finance, 
and the rights and obligations of data users, data holders and financial informa-
tion service providers. Certain safeguards geared towards consumer protection 
against unauthorised access and use of data are introduced. Data will only be 
accessed and used by authorised entities operating under a license and follow-
ing the explicit consent of the consumer or business the data relates to. There 
are rules setting the extent to which personal data may be used, with particular 
attention to avoiding economic exclusion in the case the consumer does not 
wish to share his/her data.

8.	 The digital euro
In June 2023, the Commission presented the ‘Single Currency Package’ to 
support the use of cash and propose a framework for a digital euro. In the 
package, the Commission proposed two sets of measures to ensure that people 
have both payment options available when they want to pay with public money 
– physical and digital euros.

The first proposal aims to establish the legal framework for a possible 
digital euro as a complement to euro banknotes and coins, with a view to 
ensuring that people and businesses have another choice – in addition to 
the current private options – that allows them to pay digitally with a widely 
accepted, cheap, secure and resilient form of public money in the euro area.11 
The proposal has been put forward against the background of the European 
Central Bank (ECB) investigating the possibility of introducing a digital euro 
as a form of central bank digital currency (CBDC). It sets out the legal frame-
work and essential elements of the digital euro,12 which would enable the ECB 
to eventually introduce a digital euro that is widely usable and available, subject 
to further technical work.13 

The second proposal aims to safeguard the role of cash and ensure it is 
widely accepted as a means of payment, hence remaining easily accessible for 
people and businesses across the euro area.14 The proposed regulation lays down 

11	 See EC (2023) COM(2023) 369 final.

12	 On the digital euro, see McGuinness (2023).

13	 Information on the ongoing investigation related to the introduction of the digital euro is provided 
by the ECB on a dedicated webpage. See here.

14	 See EC (2023) COM(2023) 364 final.

http://ecb.europa.eu/paym/digital_euro/html/index.en.html
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detailed rules on the scope and effects of the legal tender of, and access to, euro 
banknotes and coins, in order to ensure its effective use as a single currency. 
In this respect, the proposed regulation, among other things, i) further details 
the legal tender status of euro banknotes and coins, strengthening the princi-
ple of mandatory acceptance, ii) outlines cases of exceptions to this principle, 
having regard to refusals made in good faith and on legitimate and temporary 
grounds, iii) introduces obligations for EU Member States to monitor the ac-
ceptance of payments in cash and to ensure sufficient and effective access to 
cash throughout their territory.

9.	 Conclusion
Digitalisation is transforming finance for both businesses and consumers: this 
requires policymakers to make the most of new opportunities while managing 
the challenges and risks that inevitably come with them. Against this back-
ground, the Commission has prompted the adoption of a number of signif-
icant legislative and non-legislative initiatives aimed at enabling innovation, 
preserving market stability and integrity and protecting financial investors and 
consumers. Emerging business models and trends are currently being moni-
tored by the Commission in strict coordination with the ESAs, with a view to 
ensuring appropriate tailoring of necessary future regulatory responses while 
harnessing the full potential of digital innovation applied to finance.
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When dealing with technical and somewhat abused terms like 'digital finance', 
it is useful to stop for a moment to understand what we mean.

By digital, computer specialists denote messages coded with a sequence of 
binary digits, zero and one, that can be interpreted by electronic computers 
programmed to understand them. Finance, loosely speaking, is the set of ac-
tivities involved in transforming savings (the part of national income not im-
mediately used for personal consumption or acquisition of productive inputs) 
into investment (building up productive capital). Digital finance, therefore, is 
the part of these activities that involve the use of digital language and, by asso-
ciation, computers.

1.	 Digital finance, old and new
Seeing things in this way, one immediate observation follows: digital finance 
is not new at all, contrary to what most popular discourse implies. In fact, it is 
quite old. The first systematic use of electronic messaging to transmit payment 
instructions dates back to around 1918 in the United States, when the recently 
established Federal Reserve set up among its regional branches a payment in-
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frastructure that went (and still goes) by the name of Fedwire. Fedwire demon-
strated the miracles telecommunication can do for financial integration.1 For 
the first time since US dollars were first printed some 120 years earlier, the US 
had a single currency with the same value all over the country. Before that, dollar 
values differed from one city to another depending on travel time by horse. 
One may argue that that technology was not digital since it did not involve 
binary language. That followed shortly after WWII, when Bank of America, 
the archetypal retail lender founded in San Francisco by the Italian immigrant 
Amedeo Giannini, in a joint venture with the local university (Stanford) intro-
duced the first computerised system to manage personal cheques.2 Its example 
was quickly followed by other major banks. From then on, digital finance was 
in full development. Cables were laid at the bottom of oceans, making digital 
finance global. In the 1970s, trading platforms, starting with Nasdaq, aban-
doned open outcry and gradually became computerised. The Depository Trust 
Company started offering clearing and settlement services for dematerialised 
securities. Shortly afterwards, computers invaded homes and offices. From the 
mid-1990s, they were all connected with one another through the internet.

At the turn of the century, about 90% of what we call ‘money’ (retail 
deposits at commercial banks plus bank reserves) was in digital form.3 Nearly 
all the global financial system – foreign exchanges, securities and derivatives – 
was negotiating, trading and settling digitally. From today’s perspective, the 
surprising thing is that all this happened without anybody paying much atten-
tion. This development seemed natural and not worth particular notice. The 
media did not talk about it. Politicians and regulators thought things could go 
on as before. 

1	 See Garbade and Silber (1979).

2	 See Fischer and McKenney (1993).

3	 Around that date, broad money M3 stood close to 5,000 US$, whereas the currency in circulation 
was roughly one-tenth of that. Data can be found on the website of the Federal Reserve Bank of St 
Louis, see here.

https://fred.stlouisfed.org/
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The Great Financial Crisis changed that. The near collapse of the global 
financial system drew attention to the implications of the mix of finance and 
digitalisation for financial structures and stability. Regulators now regard 
digital finance as falling within their mandate. Meanwhile, the digitalisation 
process, far from slowing down, actually accelerated and went in new direc-
tions. Novel payment technologies and financial instruments developed at the 
border between the tech and financial industries. These ‘new’ directions con-
stitute what most people have in mind, somewhat misleadingly, when today 
they talk about ‘digital finance.’ 

Digitalisation does not change finance in a fundamental way: its inner 
nature and underlying risks do not change because its activities take a digital 
form. However, the digital support has an impact in various ways: by increas-
ing the speed at which transactions can be executed; facilitating automation 
and round-the-clock activity; augmenting the possibility of diversifying and 
hedging risks; enhancing geographical transmission; and, more generally, re-
quiring faster and more complex decision-making. The financial crisis of 
2008-09 did not arise because of digitalisation. In essence, it was a tradition-
al financial crisis stemming from excessive maturity transformation, lack of 
transparency, poor investor culture and disclosure, and overly lax regulation.4 
However, it became more global and impactful as a result of it. It is important 
that regulators and supervisors keep this in mind. As they immerse themselves 
in the fascinating and bewildering world of digital finance, they should not 
forget the old lessons. 

Different financial compartments serve different purposes, and each has 
specific digital applications. Four compartments can be distinguished. The 
first one is payments. Payments are only indirectly involved in transforming 
savings into investments; their purpose is to transfer wealth. Transfers of fi-
nancial wealth are essentially about managing information and hence are well 
served by digital technology. Arguably the most central of all financial compart-
ments is that of intermediation. Intermediation directly connects savings and 
investments, the quintessential function of finance. Intermediation is essen-
tial for the economy, indeed for society as a whole, to prosper and grow. It can 
take place directly in the financial markets or through intermediaries: banks, 
insurance companies, pension and mutual funds, etc. In all cases, digitalisation 
is an essential component of the process. The remaining two compartments 
and their respective functions are diversification/hedging and arbitrage/spec-

4	 See FDIC (2023). 
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ulation. These functions support intermediation by making the management 
of financial assets and liabilities more efficient and (if properly handled) safer. 
The more advanced the economic system, implying more separation between 
savings and investment, the more the functions of diversification, hedging, ar-
bitrage and speculation become important. All the above activities imply risks 
in different ways and to different extents. Payments are normally subject to 
lower risk relative to the other compartments because they deal with liquid in-
struments and are not involved in maturity transformation. By way of extreme 
synthesis, it is not incorrect to say that the first and the last two functions are 
ancillary to the second.

This framework can be used to discuss some of the most important mani-
festations of today’s digital finance: cryptocurrencies, stablecoins, crypto-plat-
forms, online payment platforms and smartphone applications, and central 
bank digital currencies (CBDCs). For each, we are interested in their potential 
contribution to a more ‘complete’ (meaning diversified, effective, efficient) fi-
nancial sector, in their possible risks and the way to deal with them.

2.	 Cryptocurrencies
The best-known, most popular yet controversial ‘actor’ in today’s digital 
finance universe is undoubtedly cryptocurrencies. According to a 2022 Pew 
Survey, nearly nine out of ten US citizens have at least some knowledge of 
them.5 Bitcoin is by far the most popular cryptocurrency, dwarfing all others in 
its market capitalisation. At the peak of its popularity and price, around 2021, 
the market value of Bitcoin assets was comparable in size to the 6 largest US 
banks.6 

Cryptocurrencies are ‘outside assets’, meaning that they aren’t anybody’s 
liability. Therefore, they do not (and cannot) play a role in the intermediation 
process but only serve potentially as means of payment or instruments for di-
versification, hedging or speculation.7 Unlike other outside assets like gold or 
real estate, however, cryptocurrencies have no intrinsic user value. They derive 
their value – or maybe better, their price – from the interplay of demand and 

5	 See Pew Market Research (2022).

6	 At the end of 2021 Bitcoin’s market cap was roughly 1.3 tn US$, comparable in size to the 6 largest 
banks by assets – see S&P Global Market Intelligence (2021).

7	 Intermediation inherently requires inside assets, because the asset of the saver becomes the liability of 
the investor.
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supply, both of which depend on the specific mechanisms that govern their 
creation.

Bitcoins are created through a process called ‘mining,’ the same used for 
the validation of transactions. Mining requires the solution of algorithms by 
computers on a competitive basis. The solution is complex, requiring huge 
amounts of computer power and energy to run these computers.8 Mining is 
therefore very expensive and is rewarded by the attribution of new Bitcoins. 
If Bitcoins are pricey, as they have been especially in some periods, mining is 
worth it. Nobody knows exactly who or where these miners are. For sure they 
are not youngsters sitting in dormitory rooms in front of a laptop. Rather, they 
are immense computer installations placed in convenient locations – cost, tax 
and regulation-wise.9 

According to internal rules, the total amount of Bitcoin that can ever exist 
is capped at 21 million. As we write, 19,427,769 bitcoins exist. This is probably 
one reason why many investors consider it valuable. If the maximum supply is 
fixed and demand matches it or even grows, the price will grow. Expectations 
of price rises prop up demand. This is a circular argument, but a powerful one. 
It explains why Bitcoin, and crypto in general, is sometimes likened to a ‘Ponzi 
scheme,’ although the trick invented by the Italian Carlo Ponzi in the early 
1900s works differently.10 It also explains why the Bitcoin price is very volatile. 
At very low levels from 2009 until 2017, the price rose above 56,000 euros per 
unit in 2020, before collapsing below 16,000 a year later. As we write, Bitcoin 
is staging a comeback at around 44,000 euros.

A different matter altogether is whether Bitcoin may, or may not, exercise 
the function of money or of a valuable portfolio asset. Hence the place it may 
or may not occupy as part of an efficient and diversified financial sector.

Validation of transactions is a slow process. It may take several minutes for 
each transfer of Bitcoins from one investor to another to be executed. The un-
derlying distributed ledger technology (DLT) requires all participants to be 

8	 See for example Dance (2023).

9	 A photo published by the Financial Times of a mining farm in Romania gives an idea, see here.

10	 Whether Bitcoin can be likened to a Ponzi scheme is debatable. In a Ponzi scheme, new investment 
inflows are used to remunerate or reimburse existing asset holders. This is not the case with Bitcoin. 
Since it lacks intrinsic value and capital gains are a major driver of new investor demand, the term 
‘bubble-cum-fraud’ is probably appropriate. Ponzi-type constructs are not very far away, though. 
The US Security and Exchange Commission (undated document) found that virtual currencies such 
as Bitcoin can be used to enact Ponzi-type arrangements. Sam Bankman-Fried, the founder and for-
mer CEO of the collapsed crypto-exchange FTX, stated “… well, I'm in the Ponzi business and it's 
pretty good.” See Alloway and Wiesenthal (2022).

https://www.ft.com/content/3af8a398-1767-4439-926f-563819cda07a
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informed of each transaction and potentially contribute to it. Philosophical-
ly, the DLT derives its attraction from the fact that it does not depend on any 
central authority responsible for the ledger. The underlying ‘ideal’ is to create a 
completely new asset, purely digital, independent of central authority or rule, 
outside established financial channels, and therefore – presumably – reliable 
and stable in value. A notion that echoes the ‘free banking’ concept popular-
ised in the 19th and 20th centuries by theorists like F. Hayek and others.

Bitcoins, and cryptocurrencies in general, have so far failed in most of these 
objectives. They are not stable in value, as was noted before. Their transaction 
cost is huge, as are the energy consumption and environmental damage that 
mining entails.11 They eschew traditional authorities and intermediaries like 
central or commercial banks but rely on an obscure oligarchy of miners outside 
of all democratic and regulatory control. For these reasons, it seems unlikely 
that they may in the foreseeable future perform at least part of the function of 
traditional established monies and monetary infrastructure and institutions – 
unless, of course, the latter end up being badly mismanaged.

However, even the harshest critics must recognise that Bitcoin and its 
peers have been remarkably resilient under adverse circumstances and shocks. 
High-profile failures and scandals have only dented their popularity temporar-
ily. Regulatory initiatives, still in progress but fairly advanced in some jurisdic-
tions, do not seem to discourage investors much. Many investors are prepared 
to hold cryptocurrencies in spite of the inherent risks. One reason may be their 
diversification value. According to the aforementioned Pew Survey, three out 
of four US investors in Bitcoin cite ‘diversification’ as their main motive (in 
addition to ‘making money’). 

One cannot dismiss the possibility that cryptocurrencies may one day 
escape the fringes and become an established component of a more complete 
financial structure. However, this can only happen under certain conditions. 
First, the transparency and accountability of the creation and transaction pro-
cesses need to be radically improved. This will require clear and extensive dis-
closure requirements, established and monitored by regulators. Limits must 
be established and enforced to protect small and unsophisticated investors. 
Crypto instruments are not for those who cannot evaluate and bear risk. Fire-
walls must exist between crypto markets and certain compartments of the tra-
ditional financial sector, like commercial banks, to prevent systemic risk. All 
these elements must apply on a global basis because of the inherent cross-bor-
der mobility of crypto. 

11	 See Schmidt (2022).
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The regulatory process is still in its infancy. The European Union has 
adopted legislative packages dealing with both market integrity and digital re-
silience, which are commented on elsewhere in this e-book. Regulators in the 
United States are not as advanced, having limited themselves so far to rules re-
garding the issuance of new crypto instruments and the AML dimension. We 
are still very far from global consistency.

3.	 Stablecoins
Stablecoins are classified as crypto-instruments because they normally use 
DLT, but have certain characteristics that set them apart from cryptocurrencies 
and bring them closer to traditional finance. Importantly, stablecoins – at least, 
the ‘collateralised’ category, which we will describe in a moment – are ‘inside’ 
assets. Hence, they play a role in the intermediation process. 

Tether USD, or USDT, by far the largest stablecoin by capitalisation,12 is 
‘collateralised’ in the sense that it is structured as a traditional intermediary 
with a pool of purportedly safe assets backing the ‘stablecoins’ issued on its li-
ability side.13 What this pool exactly consists of, and how it is composed, is not 
fully clear, because stablecoins are not (yet) subject to the extensive disclosure 
requirements imposed on other intermediaries.14 From the information availa-
ble, they consist of bank deposits and short-term highly rated securities. These 
safe assets are supposed to guarantee that each unit of stablecoin tracks exactly 
the value of one US dollar.

The first representative of this asset class, the ‘ancestor’ of them all, was 
Libra, a failed attempt in 2019 by Facebook to launch a completely new and 
private global currency. According to the initial plan, Libra would have been 
collateralised by a multi-currency portfolio of safe assets. It should have become 
the money of choice of the wide and growing world population of Facebook 
users. Its designers, however, probably more versed in social media technology 
than in finance, underestimated the complications inherent in managing the 
risks of a multicurrency portfolio and the regulatory hurdles that this would 
entail. Eventually Libra was sold out and eventually abandoned. But the idea 
survived in different and less ambitious forms. 

12	 See coinmarketcap.com (2023).

13	 See e.g. Hicks (2023).

14	 Information available on the reserves backing the Tether token, available in Tether (2023), is very 
limited.
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Stablecoins occupy land between crypto and traditional finance. On the 
one hand, they are instruments of choice for cryptocurrency traders. On the 
other, the balance sheet structure of collateralised stablecoins closely mirrors 
that of money market funds (MMFs), where a pool of safe assets is supposed 
to preserve the monetary value of the liability they issue. The high-profile crises 
that money market funds have undergone in the last 50 years suggest that even 
the supposedly safest asset portfolio may not be sufficient to guarantee in all 
circumstances the ‘moneyness’ of the liabilities they are supposed to back up.15 

However, considering that money market funds were a remarkable success 
story in the last half-century, one cannot rule out that stablecoins may also have 
a bright future. Again, however, there are conditions. On the one hand, the 
close complementarity with cryptocurrency markets suggests that the destinies 
of the two instruments are linked. The success or failure of one will depend 
on that of the other. On the other hand, collateralised stablecoins have an ad-
ditional risk dimension: that of maturity transformation and diversification. 
Proper management can maintain risk at a minimum, but never eliminate it. 
Just as MMFs ‘broke the buck’ during the financial crisis, so can collateralised 
stablecoins. Regulation and supervision will be essential. The experience of 
MMFs suggests that regulating asset classes of a hybrid nature, at the intersec-
tion of money and securities markets, is not easy. Drawing boundaries is diffi-
cult and regulators may face considerable opposition from the industry.16 

4.	 Crypto exchanges
Exchanges are infrastructure in which financial assets are negotiated, traded 
and settled. Hence, they mainly serve the last two functions of the four that 
we listed earlier. Securities payments also take place in them. Crypto exchang-
es are – like all exchanges – theoretically free from the risks of the underlying 
assets exchanged in them. In practice this is never the case, or at least not fully 
so. Client business is frequently combined with and to some extent requires 
a proprietary exposure. The risk involved depends on business models and is 
supposedly kept under control by effective regulation and supervision.

15	 See Bouveret, Martin and McCabe (2022).

16	 A wholly different asset class is that of algorithmic stablecoins, the value of which is not backed by 
collateral but supposedly guaranteed by a trading rule. This asset class, far less important than Tether 
and other collateralised instruments, came to prominence in May 2022 due to the failure of the s.c. 
Terra-Luna.
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FTX, the largest and up to a certain point in time reputedly the most suc-
cessful crypto exchange, established in 2019 and located in the Bahamas, spec-
tacularly collapsed in a matter of a few hours in November 2021 and is now the 
object of numerous criminal court cases. FTX was an extreme manifestation 
of what can happen when combining a risky asset (crypto), a rogue business 
culture and practices, and inexistent regulatory oversight. The history is well-
known17 and needs not be repeated here.

FTX has disappeared but other large crypto exchanges continue to operate 
in remote locations essentially out of reach of global financial regulators. Their 
existence under a faulty regulatory umbrella implies constant risks for the 
global financial system. The experience of FTX has triggered a more proac-
tive stance by global regulators, first by the US Securities and Exchange Com-
mission. Efforts are being stepped up as we write18 as regards crypto exchanges 
and crypto markets in general. It is unlikely that crypto assets can become a 
reliable component of the global financial landscape unless sound and trans-
parent business models are enforced on crypto exchanges too. 

5.	 Payment platforms and applications
Here we are squarely in the area of payments. Payment instruments and 
payment platforms are not exposed to position risk like other instruments that 
we have just discussed, but they are exposed to other and more subtle types of 
risks. 

Digital payments have undergone a real ‘revolution’ in recent years, with 
a decisive contribution by technology firms. The use of paper (banknotes, 
personal cheques) in the payment system was gradually reduced, partly replaced 
initially by payment cards and then increasingly by online platforms and smart-
phone apps. There is no doubt that these changes have greatly improved the ef-
fectiveness and efficiency of the way people pay. The improvements have been 
significant in both advanced and developing countries. Digital payment tech-
nologies have also helped financial inclusion, particularly by facilitating access 
to advanced payment instruments in remote less-developed areas where banks 
are scarce, with positive effects on economic development.19 

17	 A useful chronology can be found in Reuters (2022).

18	 A summary of recent initiatives is provided in Duggan (2023).

19	 See Beck et al. (2018).
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These massive changes have not so far given rise to any significant risks or 
failures, technological or otherwise. Even during financial crises, the payment 
system as such has continued to work well. This is remarkable, considering 
that many completely new technologies have been introduced in a short period 
of time. In most countries, starting with the United States and the euro area, 
central banks play a central role in the oversight of payment systems in close co-
operation with the legislative and executive branches. Crucially, all ‘last genera-
tion’ digital payment means, from credit to debit cards, from online platforms 
to smartphone apps, settle on bank accounts and eventually on central bank 
accounts. The support of the ‘traditional sector’ below the surface is invisible 
to retail users but it is essential to ensure the finality of payments and the stabil-
ity of the overall system.

In the eurozone particularly, the interplay between public intervention and 
market forces in the area of payments has worked well. Regulatory action has 
not impeded rapid innovation and technological improvement engineered by 
both large technology firms and smaller fintech companies, increasingly in co-
operation with the banking sector.20

6.	 Central Bank Digital Currencies 
(CBDCs)
In the last three or four years, central banks in most of the world have been ex-
ploring the possibility of introducing their own digital currencies, essentially 
digital forms of cash. Several factors have spurred this development. First, the 
increasing use of electronic payments has reduced recourse to paper currency 
in retail transactions (although cash is far from disappearing; demand for it has 
lately increased in most countries).21 The rise of crypto markets was another 
element encouraging central banks to step in. Some central bankers have taken 
the view that the introduction of digital cash is necessary to keep central banks 
up to date in the digital era, even to ensure a solid ‘anchoring’ to mainstream 
currencies.
All these issues are actively debated in official and academic circles. Opinions 
differ on the impact CBDCs may have in various areas, from monetary policy 

20	 By contrast, the US retail payment ecosystem remains fragmented, with competing payment appli-
cations not integrated with one another and a significant residual use of personal cheques. For one 
experience on the user side, see Angeloni (2023c).

21	 See for example Angeloni (2023b).
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to financial stability, from the structure of payment systems to financial inclu-
sion, from technological innovation to broader societal concerns like privacy 
and individual freedom.22

Few central banks have decided to introduce CBDCs so far, the main one being 
the People’s Bank of China. Where they have been introduced, they have met 
mixed success, mainly because competition from private payment providers 
is strong and their added value unclear. Central banks in the Western world 
are researching and preparing, but no decision regarding the actual launch has 
been taken yet.

7.	 Concluding note
Digital finance is not new but it has been living a second youth since the 
turn of the century. New digital assets and new digital technologies to serve 
existing assets have appeared. In the area of retail payments, new technologies 
have become dominant, benefiting from a fruitful interplay of regulation and 
market forces. By contrast, in the area of cryptocurrencies and related instru-
ments, regulation is still undeveloped, and experience has shown that investor 
risks are significant.

The future of finance is increasingly digital. Whether progress will be har-
monious and socially beneficial will depend on how fast regulation picks up 
speed and proper safety, soundness, transparency and ethics standards are 
applied widely at a global level. Digital technology is borderless. Financial regu-
lation cannot afford to be any less. 

22	 The ECB has published three ‘progress reports’ on the subject and other material. See ECB (2023) 
and the links therein. This author’s ideas are summarised in Angeloni (2023a).
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1.	 Blockchain technology in financial 
markets
Over the last decade or so, ‘blockchain’ in financial markets has been associat-
ed with a fundamental transformation of the financial system in which inter-
mediaries are replaced in favour of direct interactions among financial markets 
participants. More narrowly defined, blockchain refers to a particular form of 
distributed ledger technology (DLT) that allows anyone to directly participate 
in a distributed ledger. Such a ledger is “an information repository that keeps 
records of transactions and that is shared across, and synchronised between, a 
set of DLT network nodes using a consensus mechanism.”1 

1	 See Regulation (EU) 2022/858. Blockchain as a technological term in computer science refers to a 
particular way of ordering information in a chronological sequence.
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Figure 1: Schematic representation of a distributed ledger 

Source: BIS (2017)

The technology originates from distributed computing and was popular-
ised by Bitcoin, the first cryptocurrency. It relies on a digital representation of 
value and uses cryptography to secure and control ownership. The blockchain 
itself records ownership changes and is updated according to certain rules that 
are summarised in a consensus mechanism. Since 2017, with the rise of the 
Ethereum Blockchain, decentralised finance (DeFi) has expanded the use of 
the technology beyond cryptocurrencies to financial services such as trading, 
lending and asset management. Recently, a new ecosystem has emerged that 
offers an alternative to the traditional financial system which is largely based on 
the use of intermediaries such as broker-dealers, banks and asset management 
companies.

The value proposition of DeFi is much debated in the literature and among 
practitioners.2 A common ledger among participants may help reduce back-of-
fice costs in financial markets and improve reconciliation of financial data. Its 
decentralised and more transparent nature may promise a more stable financial 
system. Reducing the influence of intermediaries is often seen as a precondi-
tion for a more open financial system leading to increased competition. Direct 
participation in financial markets may reduce the potential for fraud and for ex-
tracting rents from consumers. Before assessing these promises against current 

2	 See Chiu et al. (2023) for a first attempt at measuring the value added of the DeFi ecosystem.
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trends, it is useful to review the fundamental difference between the old and 
new financial systems.

2.	 Traditional finance vs. DeFi:  
It’s all about trust
Traditional financial markets have evolved around trusted third parties that act 
as gatekeepers of the financial system by operating critical infrastructure such as 
payment, clearing and settlement, and by providing participants with financial 
services. In this role, they perform three core functions: custody, record-keep-
ing and enforcement. First, as custodians they keep assets safe. Second, they 
maintain ownership records and update them when assets are transferred 
between owners. Finally, they ensure that financial contracts are executed and 
obligations in them are met.

The reason that intermediaries can take on these functions is that partic-
ipants in financial markets trust them. Trust arises from the intertemporal 
incentives that intermediaries face. They charge fees for their services which 
creates a charter value through a future stream of income. Hence, it is costly for 
intermediaries to lose their reputation and risk their future income for short 
term gains at the cost of their customers.3 Consequently, intermediation is nec-
essarily costly in order to generate trust through intertemporal incentives, but 
it is often complemented with regulation that aims at maintaining trust in in-
termediaries.

Blockchain is often described as a ‘trustless’ system, or a system without a 
trusted third party running it. It relies on self-custody, in which the participants 
are in charge of safe-keeping their assets. In Bitcoin, for example, users have to 
store their bitcoins in wallets and are responsible for keeping their wallets safe. 
The system relies on distributed record keeping through a public blockchain 
that records either all transactions or maintains a list of all current owners of 
the assets. Finally, it relies on a consensus protocol that ensures that all partici-
pants agree on how to update records on the blockchain.

DeFi uses this approach to disintermediate financial services on the basis of 
‘decentralised trust.’ This trust, however, is not costless to achieve. There are 
costs for individual participants to safeguard their assets. There are costs in de-
veloping applications and running the blockchain to keep records. And there 

3	 Interestingly, the cost of intermediation has remained fairly constant at about 1.5-2% of intermedi-
ated assets [see for example Philippon (2015)]. One interpretation of this fact is that these costs are 
driven less by technology than by costs of providing proper incentives.
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are costs in enacting changes to the blockchain associated with the consensus 
protocol.4 

The best example is the cryptocurrency Bitcoin. It leverages ideas from 
computer science to employ a ‘proof-of-work’ protocol to record transac-
tions and thus to update ownership of bitcoins. The protocol relies on ener-
gy-expensive computations in which so-called ‘miners’ compete to update the 
blockchain for a reward. This competition is designed to protect the block-
chain against attacks in which malicious actors try to disrupt the blockchain or 
rational actors try to alter the blockchain in their favour.5 

Intermediate solutions are also possible in which not a single intermediary 
but a specific group of participants provide some infrastructure or a service, 
which is often described as a ‘permissioned blockchain.’ Examples of such 
‘re-intermediation’ are a group of intermediaries such as banks replacing other 
intermediaries like infrastructure providers in payments or in securities. Trust 
is achieved within the group to the extent that the members of the group have 
mutual interests and that there are benefits from being part of the group.

A financial system built on decentralisation rather than intermediaries is 
therefore not automatically less costly or more efficient. It is helpful to think 
of the trade-offs involved in terms of the ‘blockchain trilemma,’ which is repre-
sented schematically in the figure below.

Figure 2: The Blockchain Triangle 
Source: the author

4	 For a basic economic analysis of blockchain for cryptocurrencies and financial market infrastructure, 
see Chiu and Koeppl (2019).

5	 For a detailed analysis, see Chiu and Koeppl (2022).
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The triangle represents the trade-offs involved in using decentralised 
systems from an economics perspective. Different designs of a system are repre-
sented by a circle inside or on the boundaries of the triangle. Consequently, any 
system can achieve at most two of three features perfectly, but never all three 
at the same time. Decentralisation refers to the degree of intermediation in the 
system. Scalability means the degree to which the system can sustain activity on 
the blockchain. Security expresses the degree of safety for users. 

The bottom line is that there is not one optimal design for the financial 
system. Which point in the triangle will be chosen depends on the relative costs 
associated with the three apices of the triangle. It may vary with the particu-
lar application or with the participants in the financial system. Bitcoin and 
the traditional financial system occupy extreme positions on different faces of 
the triangle. Bitcoin is fully decentralised and given the design of its consensus 
protocol it is very secure. However, it faces tight restrictions on scalability. The 
traditional financial system is very scalable and secure but has a very low degree 
of decentralisation as it heavily relies on intermediaries. In addition, different 
consensus protocols put blockchain projects in different areas of the triangle. 

In conclusion, it is hard to assess what structure is best for the financial 
system and different solutions may coexist reflecting different preferences of 
financial market participants. It is therefore likely that supervisors will have to 
face the reality of a mixed system in which decentralised solutions exist besides 
traditional intermediaries.

3.	 Current trends and challenges  
for supervisors
There are three broad developments that stand out for supervisors in finan-
cial markets. First, the degree of decentralisation in blockchain applications has 
been fairly limited. Most users do not directly participate in the technology at 
a fundamental level. Instead, new intermediaries – commonly labelled central-
ised finance (CeFi) – have entered the market to provide access to and services 
for the new DeFi ecosystem. Importantly, most problems in the blockchain 
and DeFi ecosystems so far have occurred at this level, with several blockchain 
projects, centralised crypto exchanges and stablecoin arrangements failing. 
Interestingly, all these failures were due to fundamentally unsound design or 
outright fraud. Similarly, only very few people participate directly in running 
the infrastructure and its applications. This has led to a significant degree of 
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concentration. Examples are the dominance of large mining pools in Bitcoin 
and liquid staking pools in Ethereum, both at the heart of the consensus mech-
anism that substitutes for trust in a third party. Paradoxically, there is therefore 
a strong trend towards re-intermediation in blockchain and DeFi.

Second, the financial system has seen few fundamental changes arising from 
blockchain technology. Promising projects tend to fall in areas where there are 
naturally large frictions in financial transactions. For example, cross-border 
trading and payments (including remittances) may greatly benefit from distrib-
uted ledgers as this space sees much less trust than domestic financial markets 
and tends to be encumbered by difficult back office operations.6 In line with fi-
nancial technology (fintech), emerging economies may also benefit more from 
the technology, as there are often not relatively efficient legacy systems already 
in place. More generally, if there are large efficiency gains, one would expect 
that traditional intermediaries would start to harness the technology. Hence, in 
certain pockets of the financial system, the new technology may promise large 
efficiency gains with traditional intermediaries possibly being well positioned 
to achieve them.

Third, one area where blockchain potentially shows much promise is data 
and privacy. Intermediaries naturally sit at the interaction of information 
flows. The data generated by these flows have increasing financial value, and in 
many instances customers are not in control of how these data are being used. 
Blockchain provides at least pseudo-anonymity for its users. Currently, much 
research is taking place on providing Digital Identity Services in a blockchain 
environment. With the rise of data-driven finance, this technology may offer 
consumers a chance to regain control over their data so that they can monetise 
them in the marketplace.

Given these trends, what are then the main challenges supervisors face? 
Blockchain is a new technology but in the context of supervision many familiar 
themes arise for which existing knowledge can be used to provide guidance.

3.1	 Consumer fraud

A key issue for blockchain is self-custody. Consequently, users are naturally 
exposed to custody risk and are likely to be unfamiliar with the technology. As 
has been pointed out, these features have given rise to new forms of intermedi-
ation, which create potential for consumer fraud. 

6	 Blockchain technology has been a great vehicle to overcome policy-imposed frictions in financial 
markets. Examples are the use of crypto to circumvent capital controls and the use of cryptocurren-
cies as payment instruments in countries with higher inflation.
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3.2	 Regulatory arbitrage

Many applications duplicate existing financial services, but without regulatory 
compliance and a lack of proper risk control. Hence, it is crucial for supervi-
sors to understand the value proposition of particular applications to weed out 
efforts that try to circumvent existing regulation in order to lower costs. Sim-
ilarly, the regulatory framework needs to be adjusted to close the possibilities 
for such arbitrage.

3.3	 Prominence of banking arrangements

The core of many arrangements in DeFi duplicates aspects of banking. One 
example are stablecoins, which either operate as a narrow bank, resemble frac-
tional reserve banking or simply unbacked deposits. Other examples are col-
lateralised lending and asset management. Hence, supervisors can follow 
guidance from banking regulation combined with applying new regulations 
such as MiCA.

3.4	 High leverage and interconnectedness

DeFi often operates with extreme leverage and shows a high level of intercon-
nectedness between different applications. A prominent example are decentral-
ised lending arrangements, which are used to provide liquidity to a decentral-
ised exchange. These risk factors are well understood by supervisors and they 
have the experience to assess them using the ‘same risk, same rules’ credo.

Looking at these themes gives one some comfort that supervisors will not 
be drowning or overwhelmed but will have a good handle on situations as they 
arise. Nevertheless, there are also some particular new unique challenges that 
come with blockchain technology and its applications.

First, while regulators and supervisors always tend to play catch up, inno-
vation in blockchain and DeFi progresses at an immense pace. Hence, it will 
be difficult for authorities to keep up with new developments. Consequently, 
proactive regulation and supervision are necessary. However, supervisors also 
need to be mindful to not stifle innovation.

Second, regulatory and supervisory entry is difficult. It is often not clear 
who to actually regulate and supervise. With the emergence of CeFi, this 
problem has been somewhat alleviated. However, it becomes more acute the 
higher the degree of decentralisation is and therefore the more fundamental the 
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blockchain application is. Is it the developer, the user or the governance token 
owner of the application that is responsible for regulatory compliance? Com-
pounding the problem is the fact that many applications are designed to have 
users in different jurisdictions, requiring much international coordination and 
cooperation among supervisors.

Third, new intermediaries will compete with traditional financial interme-
diaries to apply blockchain technology in the best possible way. A prominent 
example are so-called Layer 2 Solutions offered by start-ups that build appli-
cations which only periodically rely on blockchains for their operation, but 
internalise many of the transactions on their own platform as traditional in-
termediaries do. Another example are BigTech companies that use blockchain 
technology to venture into payments, crypto assets and financial services.7 It is 
not clear what the endgame will look like and what shape the financial system 
of the 21st century will ultimately take. Nevertheless, employing the principle 
of activity-based over entity-based regulation can help supervisors be a driving 
force in this transformation.

7	 The best example is the Libra/Diem project, which involved Facebook at the time and traditional 
intermediaries such as big banks and credit card networks in setting up an international currency.
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1.	 Background
Modern data-driven artificial intelligence (AI) enabled by powerful machine 
learning (ML) is rapidly changing financial services, leading to widespread dif-
fusion of financial technologies (fintechs). While financial technologies bring 
important advantages (increased financial inclusion, better transparency, lower 
transaction costs) they may also lead to new risks. For example, peer-to-peer 
lending may result in contagion risk arising from the interdependence between 
borrowers generated by the fintech platform;1 robo-advisors may generate a 
systemic risk component that derives from the multiple correlations present in 
a large collection of assets;2 and digital means of payment may increase cyber 
risks3 and systemic risk.4 

The current widespread use of AI motivates a need to develop advanced 
statistical methods that can measure its trustworthiness, in line with the Arti-
ficial Intelligence Act (AI Act) recently proposed by the European Commis-
sion.5 

1	 Giudici, Hadji-Misheva and Spelta (2020).

2	 Giudici, Polinesi and Spelta (2021).

3	 Aldasoro et al. (2022).

4	 Giudici and Abu-Hashish (2019).

5	 See EC (2021) COM(2021) 206 final.
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Indeed, machine learning models are boosting artificial intelligence ap-
plications in many domains such as finance, health care and manufacturing. 
This is mainly due to their advantage in terms of predictive accuracy with 
respect to ‘classic’ statistical learning models. However, although machine 
learning models can achieve high predictive performance they have an intrinsic 
non-transparent (‘black-box’) nature. This is a problem in regulated industries 
as authorities responsible for monitoring the risks arising from the application 
of AI may not validate them. 6

Accuracy and explainability are not the only desirable characteristics of a 
machine learning model. The European Artificial Intelligence Act introduces 
further requirements in a risk-based approach to AI applications, and classifies 
them in four risk categories: unacceptable; high risk (acceptable, but subject 
to risk management); limited risk (acceptable, but subject to disclosure); and 
minimal risk (always acceptable). Several applications of AI in finance, and in 
particular those that involve estimation of the creditworthiness of individu-
als or of companies, can be considered high risk, and therefore they require 
an appropriate risk management model. To develop such a model, we need to 
express the requirements of the AI Act and of similar regulations in terms of 
statistical variables, which can be measured with appropriate statistical metrics. 

A similar context arose when the Basel II capital framework was released:7 
the market, credit and operational risk were identified as key statistical variables 
to assess the capital adequacy of a financial institution, and later with the Basel 
III revision8 it was the turn of systemic risk. Meanwhile, statistical metrics such 
as value at risk and expected shortfall,9 and later CoVaR,10 have been proposed 
by researchers and later combined by banks and regulators in an integrated 
measure aimed at monitoring financial risks and coverage of them by banks’ 
internal capital.

In a similar vein, we have identified from the AI Act four main statistical 
variables to measure sustainability, accuracy, fairness and explainability, which 
require the development of appropriate statistical metrics, eventually leading 
to an integrated S.A.F.E. measure of trustworthiness for a specific AI appli-
cation, similar to the integrated financial risk of a financial institution in the 

6	 Bracke et al. (2019).

7	 BIS (2004).

8	 BIS (2011).

9	 Artzner et al. (2001).

10	 Adrian and Brunnermeier (2016).
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Basel regulations. The development of these metrics allows establishing not 
only whether an AI application is trustworthy but also the level of trustwor-
thiness over time to be monitored by an artificial intelligence risk management 
model.11 

From a methodological viewpoint, the statistical metrics that we propose 
consist of a set of four integrated statistical measures of trustworthiness, all 
based on an extension of the Lorenz curve12 from measurement of income con-
centration to measurement of the concentration of machine learning predic-
tions. The four statistical metrics can be summarised with the acronym S.A.F.E., 
which derives from the four variables considered: sustainability, which refers to 
the resilience of AI outputs to anomalous extreme events and/or cyber attacks; 
accuracy, which refers to the predictive accuracy of the model outputs; fairness, 
which refers to the absence of biases towards population groups induced by the 
AI output; and explainability, which refers to the ability of the model output 
to be understood and overseen by humans, and particularly the consequenc-
es that it drives. While the former two requirements are more technical and 
‘internal’ to the AI process, the latter two are more ethical and ‘external’ to the 
AI process, involving the stakeholders of an AI system.

The proposed metrics consist of ‘agnostic’ statistical tools able to post-pro-
cess the predictive output of a machine learning model in a general way in-
dependently of the underlying data structure and statistical model. With this 
aim, we have extended our recent paper13 which proposed employing Lorenz 
zonoids,14 the multidimensional version of the Gini index,15 to improve on 
Shapley values,16 one of the methodologies most employed to achieve explain-
ability of otherwise ‘black-box’ machine learning models. Research17 shows 
that employing ‘Shapley-Lorenz’ values allows measures of the explainability 
of each predictor in a machine learning model to be obtained, which, unlike 
Shapley values, are normalised between 0 and 1 and are expressed as a percent-
age of the overall predictive accuracy, rather than as a distance from the mean 
of the predictions like the classic Shapley values proposed by Shapley adapted 

11	 Giudici et al. (2023).

12	 Lorenz (1905).

13	 Giudici and Raffinetti (2021).

14	 Koshevoy and Mosler (1996).

15	 Gini (1921).

16	 Shapley (1953).

17	 Giudici and Raffinetti (2021).
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to the machine learning context.18 
Lorenz zonoids can be employed as a basis to develop agnostic tools able to 

measure not only explainability but also accuracy, sustainability and fairness in 
a unified way, leading to an integrated measure of the trustworthiness of any 
artificial intelligence application.

The Lorenz curve was introduced19 to measure the contribution to the 
wealth and income of a nation by each individual, or by each group of individu-
als, to assess economic inequalities in a nation’s population and to measure the 
distance from an ‘ideal’ income distribution. It intuitively seems to be an appro-
priate tool to measure the contribution of each individual data point (or group 
of points) to the predictions of a machine learning model, in order to assess 
inequalities in the predictive outcomes of AI applications, in terms of single 
data points (sustainability) or of groups of points (fairness), and to measure 
the distance of the predictions from the response to be predicted (accuracy). 
The same concept can furthermore be employed to measure the contribution 
to the predictions of each explanatory variable by each data point or group of 
points, allowing the Shapley-Lorenz measure proposed in our previous paper20 
to become a local measure of explainability.

Among high-risk applications of AI in finance, the European AI Act ex-
plicitly mentions assessment of the creditworthiness of individuals and compa-
nies, which is also known as credit scoring. Credit scoring is a predictive clas-
sification problem which has attracted many researchers, who have employed 
various statistical learning models to measure it. It is no surprise that modern 
machine learning methods have found in credit scoring one of their first fields 
of application in economics.

The recent credit scoring literature21 reveals a general consensus on the 
superior predictive accuracy of machine learning models based on ensemble 
methods, such as random forest and gradient boosting, with respect to classic 
learning models, such as logistic regression, classification trees and bayesian 
networks. The increased accuracy comes, however, at a cost: while classic 
models are ‘explainable’ as they can clearly identify the contribution of each ex-
planatory variable to the credit score, ensemble methods are ‘black boxes’ and 
cannot explain to their users the determinants of credit scores. Related to this, 

18	 Lundberg and Lee (2017).

19	 Lorenz (1905).

20	 Giudici and Raffinetti (2021).

21	 Tripathi et al. (2022).
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it is difficult to understand whether these models are fair and unbiased with 
respect to different population groups.

To overcome this problem, ensemble methods should be complemented 
with explainable AI methods that are to be applied a posteriori to the credit 
scores obtained. Among these, the most important are the Shapley values 
method22 and the LIME method.23 These explainable AI methods have recently 
been increasingly applied to credit scoring problems, starting in the works of 
Bussman et al.24 and Moscato et al.25 Their empirical results show the ability of 
explainable AI methods to achieve both predictive accuracy and explainability. 

With the aim of achieving a general approach to measuring the trustwor-
thiness of AI applications in finance, Lorenz zonoids can be leveraged to derive 
statistical metrics that extend those in previous works. Such metrics are able to 
assess not only accuracy and explainability but also sustainability and fairness 
in an integrated way with metrics that are themselves normalised and the sig-
nificance of which can be evaluated by means of appropriate statistical tests. 
This will allow all credit market participants (borrowers, lenders, regulators) to 
assess the trustworthiness of AI for credit scoring using a common language.

2.	 Proposal
The S.A.F.E. model that we propose is made up of four components, which 
we now illustrate, particularly in terms of their policy implications. The first 
component focuses on accuracy, which is pivotal to the whole structure. A key 
point for policymakers required to assess the accuracy of a machine learning 
model, and more generally of any data-driven statistical learning model, is eval-
uation of its predictive accuracy. A predictive accuracy tool can evaluate and 
monitor over time the quality of predictions, and possibly replace the model 
with a better performing one. This is well known in the statistics literature. For 
a review, see, for example, Gneiting.26 

The traditional paradigm in the literature compares statistical learning 
models in a model selection procedure in which a model is chosen through a 
sequence of pairwise comparisons of the likelihoods (or of the posterior proba-
bilities) of the models being compared. These criteria are not generally applica-

22	 Lundberg and Lee (2017).

23	 Ribeiro et al. (2016).

24	 Bussman et al. (2021).

25	 Moscato et al. (2021).

26	 Gneiting (2011).
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ble when the underlying probability model is not specified as in the majority of 
machine learning models, such as neural networks and ensemble tree models.

To overcome this problem, and in parallel with the increasing availability of 
computational power, which has boosted the application of machine learning 
models, the last few years have witnessed a growing importance of model com-
parison methods based on comparison between the predicted and the actually 
observed cases, typically in cross-validation methods. In cross-validation, the 
data are split in two or more datasets, with a ‘training’ dataset used to fit a 
model and ‘validation’ or ‘test’ datasets used to compare the predictions made 
by the fitted model with the actual observed values. 

Examples of predictive problems are the classification of credit borrowers 
in rating classes in the credit lending context, and prediction of asset prices in 
asset management settings.

In the cross-validation setting, the response variable determines which 
predictive accuracy measure to use. Specifically, when the response variable is 
continuous, the most employed accuracy measure is root mean squared error 
(RMSE) based on the Euclidean distance of the predictions from the actual 
values, related to Pearson's correlation coefficient.

When the response variable is ordinal (as in the credit rating example) the 
Euclidean distance can still be applied, replacing the predicted and actual values 
with their ranks, leading to Spearman's correlation coefficient or to Kendall's 
tau. When the response variable is binary, the predictive accuracy can be eval-
uated with the Brier score, which, like Sperman’s and Kendall’s, employs a Eu-
clidean distance. Alternatively, predictive accuracy can be measured in terms of 
the distance between predicted and actual probability forecasts of both 0 and 
1 values, giving rise, when different cut-off thresholds are considered, to the 
receiver operating curve, and the area under it (AUROC) as the main summary 
measure.

All the previous accuracy measures depend on the type of response variable, 
and none of them can be universally applied, thus limiting the autonomy of AI 
applications. To solve this problem we propose a new measure that can be uni-
versally applied regardless of the nature of the underlying response variable. 
To this end, we suggest comparing the Lorenz zonoid of the response variable 
with the concordance curve obtained by ordering the response values in terms 
of the predicted values. It can be shown that in the binary case the area between 
the concordance curve and the dual Lorenz curve, properly normalised, is 
equivalent to the well-known area under the receiver operating characteristics 
(AUROC). However, the area under the concordance curve can also be cal-
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culated in the same fashion for ordinal and continuous variables, giving rise 
to very general accuracy metrics. A further advantage is its robustness, which 
derives from the nature of Lorenz zonoids, which can be related to the Gini 
measure based on the notion of mutual variability, which are more robust to 
outlier observations than the variability from the mean measured with the 
variance. 27

The second component of the S.A.F.E. model we consider concerns meas-
urement of the sustainability of a model. Sustainability, understood as the ‘ro-
bustness’ of model results under extreme changes due to a changing environ-
ment or to cyber attacks, can also be measured by means of Lorenz curves, like 
accuracy. This, in line with the nature of Lorenz curves, allows inequalities in 
point predictions to be identified, which may indicate that the model is not re-
silient to anomalous data.

From a policy viewpoint, the sustainability requirement means that the 
model results are stable under variations in the data, and in particular when 
extreme data resulting from stress scenarios and/or from cyber data manipula-
tions are included in the training, validation or test data sets.

To improve the sustainability of AI applications, we also propose extending 
the variable selection methods available for probabilistic models to non-prob-
abilistic models such as ensemble models and neural network models, using 
statistical tests based on a comparison of the Lorenz zonoids of the predictions. 
This extension provides a model selection criterion for machine learning models 
without a specified probabilistic model, a comparison that is not possible in the 
current state of the art. 

The selection of a parsimonious (and therefore more sustainable) model 
can be obtained by building a sequence of pairwise comparisons of machine 
learning models, each of which is obtained from the previous one by adding 
(or deleting) one variable. For each comparison, statistical tests of the equality 
of Lorenz zonoids can be employed, extending the results in Schechtmann et 
al.28 and providing a model comparison criterion that can be applied to any 
machine learning model, not only to those that satisfy specific assumptions, 
extending the De Long test29 for binary variables and the Diebold and Mariano 
test30 for continuous variables.

Lorenz zonoids can be employed not only to improve sustainability by 
means of model selection but also to measure how sustainable a given model 

27	 Olkin and Yitzhaki (1992).

28	 Schechtmann et al. (2008).

29	 De Long et al. (1988).

30	 Diebold and Mariano (1995).
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is with extreme data points or cyber data manipulation. This can be achieved 
by comparing the predictive accuracy of a model as measured by its Lorenz 
zonoid in different ordered subsets of the data, from the best to the worst 
fitting values, partitioning the data, for example, in deciles. We can then cal-
culate the Gini concentration index of the Lorenz zonoid values. A high value 
of the index (close to one), indicating concentration, will mean that the model 
is not sustainable, being heavily affected by data variations. Conversely, a low 
value of the Gini index (close to zero), indicating equality, will mean that the 
model is sustainable.

The third component of the S.A.F.E. model aims to measure explainability. 
With this aim we employ Shapley-Lorenz values31 to measure the contribution 
of each potential explanatory variable in percentage values of the overall predic-
tive accuracy. This leads to a measure of explainability which extends Shapley 
values and LIME approaches. The advantage of the Shapley-Lorenz measure is 
that it expresses how much a variable explains (as a percentage) of the total var-
iability. This is a normalised and easy to interpret measure, unlike Shapley and 
LIME values, the values of which are more difficult to interpret. From a policy 
viewpoint, explainability allows the variables which most impact the outputs 
of a machine learning model to be identified.

The fourth component of the S.A.F.E. model concerns measurement of 
fairness. Fairness is a property that requires that an AI application does not 
lead to biases among different population groups described by appropriately 
chosen control variables such as gender, race and nationality. The recent liter-
ature on algorithmic fairness has proposed different ways to measure fairness 
(see, e.g., Mitchell et al.32 and Kozodoi et al.33). Some are conditional on the 
predictor variables employed and some are unconditional. In the SAFE-FAI 
project we aim to develop a general measure of fairness which can be applied 
both conditionally and unconditionally. To achieve this aim we will extend the 
Gini coefficient, which was originally developed to measure the concentration 
of income in a population, to measurement of the concentration of the predic-
tions of a machine learning model in terms of their Shapley-Lorenz values. For 
a given set of selected explanatory variables, Shapley-Lorenz values which are 
similar among the groups lead to a Gini coefficient close to 0, indicating that 
the effect of these variables is fair across different population groups. On the 

31	 Giudici and Raffinetti (2021).

32	 Mitchell et al. (2021).

33	 Kozodoi et al. (2022).
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other hand, a Gini coefficient close to 1 indicates that the effect of the variables 
on the response largely depends on some groups, highlighting a bias, possibly 
due to data that are not equally representative. The Gini coefficient can be sup-
plemented with a statistical test, thus extending the recent contribution by 
Agarwal et al.34, who employ Shapley-Lorenz values35 to test for racial discrim-
ination in credit lending. From a practical viewpoint, they show that the (un-
conditional) Shapley-Lorenz importance of the race of the applicant is 10 times 
higher when using a logistic regression rather than a random forest model, in-
dicating the superiority of ensemble models, not only in terms of accuracy but 
also fairness.

From a policy viewpoint, the four scores received for each model, in terms 
of predictive accuracy, explainability, sustainability and fairness, all normalised 
between zero and one, give rise to an overall score that can be used to monitor 
the risk of any AI application. Thanks to their common mathematical deriva-
tion, the four scores and the related statistical tests can be integrated in a single 
normalised measure that can be monitored over time.

Giudici and Raffinetti36 is a longer version of what is presented here with 
an example of how the methodology can be applied to a real machine learning 
problem. 

34	 Agarwal et al. (2023).

35	 Giudici and Raffinetti (2021).

36	 Giudici and Raffinetti (2023).
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1.	 Introduction
New data sources and new techniques are rapidly providing new possibilities 
for supervisors to improve the tools they have at their disposal. Such tools are 

1	 The content of this chapter reflects the opinions of the individual authors and does not necessarily 
reflect the views of De Nederlandsche Bank.
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known as ‘SupTech’ and they allow supervision to become more efficient or 
have more comprehensive risk capture. 
In this chapter we present a case study on how to effectively ingrain data science 
based on our experience at a central bank [De Nederlandsche Bank (DNB)], 
the Dutch Central Bank). These data science techniques are also commonly 
known as artificial intelligence (AI) or machine learning (ML)2 Following a 
trial in the Statistics division, data science in the Dutch Central Bank was for-
malised by the establishment of the Data Science Hub (DSH) in 2020. The 
DSH is the hub in a hub-and-spoke model, working with the various divisions 
across both the central bank, supervision, and resolution. It is tasked with pro-
moting data-driven ways of working and fostering the data science community.

The aim of the present chapter is straightforward. We demonstrate the huge 
potential of data science in seven lessons, all supported by our own projects. 
With these descriptions, we hope to inspire others.

2.	 DNB’s experiences
2.1	 Granular data sets

The 2008-2010 crisis showed that authorities were missing crucial information 
to accurately identify risks in the financial system. This realisation led to a sig-
nificant increase in the volume and granularity of data that financial institu-
tions are required to report. For Europe, for example, granular information on 
credits (AnaCredit), money markets transactions (MMSR, SFTR), derivative 
trades (EMIR), security holdings (SHS) and trading (MiFID) is being collect-
ed. Although data quality issues remain, these data sets allow unprecedented 
coverage of all major activities in the financial sector at a very granular level.

2	 Following the definition of Nasution (2020), we define data science as the extraction of knowledge 
from high-volume data, using skills in computing science, statistics and specialist domain knowledge 
of experts. As for tooling, we almost exclusively use open source coding languages (mostly Python, 
some R). These languages are developing extremely fast and are designed to collaborate (also with 
other frameworks). Internally, code is, in principle, free to share through Azure DevOps (or ADO). 
DNB has decided to treat code as data and apply the existing sensitivity framework. Externally, the 
DSH operates the DNB Github that hosts our publicly available packages. Although for real de-
velopment we use an integrated development environment (IDE, e.g. Visual Studio Code), Jupyter 
Notebooks are invaluable to let people interact and experiment with code and data. As for statistical 
methods, we take a pragmatic approach and try to solve the issue at hand with the simplest method 
possible rather than the most fancy one [see Chakraborty and Joseph (2017) for an excellent overview 
of relevant methods]. We are in close contact with teams that focus on Business Analytics (i.e. dash-
boarding in Power BI) or Robotic Process Automation (RPA).

https://www.python.org
https://www.r-project.org
https://github.com/DeNederlandscheBank
https://code.visualstudio.com
https://jupyter.org
https://jupyter.org
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Combining the new granular data in a coherent framework would allow an 
even better understanding of the dynamics of the European financial system. 
Here, some challenges remain. We list three of the main challenges we have en-
countered and show how we coped with them.

First, in many cases, reporting agents are free to submit counterparty names 
as free-form text. As Figure 1 shows, exposures to the same agent can there-
fore be labelled slightly – or completely – differently, underestimating the con-
centration of risks. To map a differently spelled counterparty to a single and 
unique identifier we have developed a ‘fuzzy name matching’ package, which 
is available on Github.3

Figure 1: The case for Fuzzy Name Matching

This figure shows how one unique institution may show up in datasets with many differently 
spelled names, providing a clear case for our fuzzy name matching package.
Source: DNB DSH project documentation.

Second, an issue in merging granular datasets is that not all entities included 
in the data have a single unique identifier. After the global financial crisis, the 
Legal Entity Identifier (LEI) was introduced. The potential of the LEI for su-
pervisors, financial markets and institutions is enormous. It not only introduc-
es unique firm identifiers (so-called level 1 data) but also contains information 
on ownership structures (level 2 data). Thus, one is able to, for example, plot 
intra-firm networks as is shown in Figure 2. At the DSH, we have attempt-
ed to measure intra-firm complexity using LEI data, but we soon found that 
substantial data issues, among which is the current low coverage of the data, 
impede its use.4 

3	 Nijhuis (2022).

4	 Rietveld, Lange and Duijm (2023).
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Figure 2: Intra-firm networks using LEI data

This figure plots the intra-firm network of HSBC Holdings PLC. Every dot represents an 
entity with a LEI code that belongs to HSBC Holdings PLC. The colours of the nodes repre-
sent the country of the reporting entity.
Source: Rietveld, Lange, and Duijm (2023).

Third, by focusing on one specific topic, one may simply not get the 
complete picture. For example, due to the over-the-counter (OTC) nature 
of derivatives markets there is no centralised overview of the market. Partici-
pants only observe their own volumes and exposure concentrations. The major 
US investment banks therefore did not realise that jointly they were massively 
exposed to a single entity, the lightly regulated insurer AIG. In setting their 
capital buffers and implementing other risk mitigating procedures, they were 
therefore ignoring an important yet unobserved concentration risk. In one 
of our projects we have combined several granular data sets with the aim of 
coming to a comprehensive view of exposures of Dutch banks on non-bank fi-
nancial institutions (NBFIs).5 The data included comes from AnaCredit, Secu-
rities Holdings Statistics (SHS), the Securities Financing Transactions Regula-
tion (SFTR) and the European Market Infrastructure Regulation (EMIR). We 
have combined these data sets by using the aforementioned LEI information 
and data obtained from the Register of Institutions and Affiliates Database 

5	 We are not the first to do this. See Hüser and Kok (2019). Furthermore, see the survey by Hüser 
(2015) for an overview of the multilayer financial network literature.
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(RIAD). With this we have delivered a comprehensive view of exposures to 
the Dutch NBFI sector, as is shown in Figure 3. Given the confidentiality of 
some of these data sources we do not show the output here. We can, however, 
say that the established network clearly shows that Dutch banks are exposed 
to NBFIs via multiple linkages. Therefore, for concentration risk, one should 
not focus solely on a single source of exposure but take into account different 
sources.

2.2	 Combining internal and external sources

The data a central bank receives through regular reporting can become even 
more informative if we add additional non-traditional data. For example, Van 
Dijk and De Winter extract topics from a large corpus of Dutch financial news 
(spanning January 1985 to January 2021) and investigate whether these topics 
are useful for monitoring the business cycle and nowcasting GDP growth in 
the Netherlands.6 Their newspaper sentiment indicator has high concord-
ance with the business cycle and increases the accuracy of DNB’s nowcast of 
GDP growth, especially in periods of crisis. Therefore, tone-adjusted newspa-
per topics seem to contain valuable information not embodied in traditional 
monthly indicators from statistical offices.

Of course, adding other data is not a new idea. Hedge funds, for example, 
have been using ‘alternative data’ for decades. One of the first companies to use 
alternative data like satellite imagery, web scraping and other creatively sourced 
datasets was Renaissance, a hedge fund looking for an edge in trading. A big 
bank like UBS uses satellite imagery of big retailers’ car parks and correlates 
car traffic with quarterly revenue, generating accurate predictions of earnings 
before they are released.7

6	 Van Dijk and De Winter (2023).

7	 The founder of Walmart, Sam Walton, would fly over parking lots in the 1950s in person to do pretty 
much the same thing.
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Figure 3: NBFI network using granular data

This figure shows how Dutch financial institutions are exposed to NBFIs through multiple 
sources.
Source: van den Boom, Hofman, Jansen and van Lelyveld (2021).

In cooperation with the BIS Innovation Network, the Data Science Hub 
has developed a digital twin pilot of climate risks. Here, a digital twin is defined 
as a digital representation of a real-world entity or system.8 In this pilot, the 
digital twin was developed to measure the effects of climate events on the finan-
cial system via real estate exposures of financial institutions. For the Nether-
lands a flood risk case has been assessed. Insight into the spread of flood risk was 
obtained based on existing research on damage caused by specific water depths. 
Zipcode maps in combination with basic house information and housing price 
statistics were used to map real estate exposures to the flood map and determine 
estimated losses for the financial industry (i.e. banks and insurance companies).

8	 This definition is obtained from Gartner. See Jones et al. (2020) for a detailed explanation of Digital 
Twins.
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Figure 4: A Digital Twin pilot for climate risk

This figure shows estimated damages to the Dutch financial industry in the case of a flood risk 
scenario (with an estimated probability of once in 10,000 years).
Source: DNB DSH project documentation.

2.3	 Automating data processes

Until relatively recently, the typical workflow was that data was collected 
manually from either internal or external sources. Often wrangling the data 
was a labour-intensive job in Excel. Such manual processes are not only expen-
sive but also prone to human error. For example, for DNB’s internal inflation 
prediction model external data was collected from various sources on a regular 
basis as input for the model. In fact, multiple processes within the central bank 
use external data sources, resulting in colleagues collecting (the same) data 
manually or via ad hoc scripts. This may also result in cases in which different 
(or even outdated) versions of the same data set are used in DNB. The left-
hand panel of Figure 5 displays this situation.
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Figure 5: The DNB DataFetcher
Source: DNB DSH project documentation.

In an ideal situation, i.e. the right-hand panel of Figure 5, colleagues in the 
same institution have immediate access to the same data, while restrictions 
dictated by privacy and confidentiality should be respected. Therefore, as well 
as to open a discussion on how to modernise data workflows, we developed 
DataFetcher.9

The DataFetcher is a Python package that acts as a wrapper on top of 
publicly available application programming interfaces (APIs) granting access 
to various public data sets (e.g. IMF, OECD and ECB). Users no longer need 
to understand all the separate APIs but can download data using unified 
syntax. Working closely with users in development allowed us to establish trust 
and leave users in control. Once the DataFetcher was established, we started 
on infrastructure to collect the necessary data and fill a database on Azure – 
our cloud provider. Again, working closely with the modelling department 
allowed transfer of skills and establishing a sense of comfort with this new way 
of working. This approach is known as BizDevOps (developing and operating 
close to or by the users) and it is especially effective if requirements are fluid or 
to be fleshed out in the process.

The next step we are working on now is to be able to automatically run 
models in the cloud. The ultimate goal here is to be able to initiate a forecast 
from a smartphone. It is not our ambition to conquer the market with this app 
but the ability to quickly and painlessly change some part of the process allows 
for more flexibility in the development process. For example, it will be much 
easier to change the inflation forecasting model to incorporate unanticipated 
energy crises or pandemics. This, in turn, will improve policymakers' ability to 
timely react to unforeseen events in a timely manner.

9	 The package is available to ESCB NCBs.
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2.4	 Outlier detection

An important part of both the compilation of statistics and supervision is to 
identify observations that are out of the ordinary. That is, outlier detection. In 
this section, we cover two projects that focus on outliers: first, an approach in 
which we implement reinforcement learning in granular prudential reporting, 
and second, use case in the realm of Know Your Customer (KYC).

The first use case is one in which we implement a reinforcement learning 
algorithm.10 Outliers are often present in data, and many algorithms exist to 
find them. Often we can verify outliers to determine whether or not they are 
data errors. Traditionally, outliers are identified using ‘business rules’ – ground 
truths that are valid by definition or result from experience. Assets should 
equal liabilities, for example. However, defining and hard-coding business 
rules is cumbersome. Also, in some use cases we have not yet established strong 
priors for what is ‘normal’. Unfortunately, checking such points is time-con-
suming and underlying issues leading to the data error can change over time. 
An outlier detection approach should therefore be able to optimally use the 
knowledge gained from verification of the ground truth and adjust according-
ly. With advances in machine learning, this can be achieved by applying rein-
forcement learning in a statistical outlier detection approach. The approach 
uses an ensemble of proven outlier detection methods in combination with a 
reinforcement learning approach to tune the coefficients of the ensemble with 
each additional bit of data.11 Figure 6 plots the distributions of outlier scores 
for the three different methods in the ensemble. In a reinforcement learning 
approach, an algorithm is not just trained and applied but in each iteration 
the algorithm gets feedback on its performance. In this case, analysts manually 
check a set of extreme values identified by the algorithm and record their assess-
ments. The algorithm then takes this feedback into account and presents a new 
list of outliers (possibly also incorporating fresh data).

10	 Nijhuis and Van Lelyveld (2023).

11	 Ensembles combine the strengths of different types of algorithms to get better performance.
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Figure 6: Outlier detection with reinforcement learning

This figure shows the distribution of the outlier scores for the first and last iteration for the dif-
ferent parts of the ensemble.
Source: DNB DSH project documentation.

At the Data Science Hub, we are currently implementing the reinforce-
ment learning outlier detection approach using granular data reported by 
Dutch insurers and pension funds under the Solvency II and FTK frameworks. 
This application shows that outliers can be identified by the ensemble learner. 
Moreover, applying the reinforcement learner on top of the ensemble model 
can further improve the results by optimising the coefficients of the ensemble 
learner.

The second use case is KYC. KYC is a mandatory customer due diligence 
process that requires financial institutions to verify customer identity and 
assess and monitor their activities to prevent fraud. Since larger banks often 
have millions of clients and billions of financial transactions, data science has 
huge potential to help to monitor customers and identify potentially fraud-
ulent transactions. In fact, it is already applied. For example, Anzo (Cam-
bridge Semantics) provides flexible knowledge graphs that allow institutions 
to connect customer information from structured and unstructured data and 
thus provides a data-driven solution for KYC processes. Of course, the use of 
data science to monitor customers comes with additional challenges such as 
discussions on consumer trust in technology and privacy. However, as Elliott 
et al. stress, without integrated and innovative contributions from the industry 
resulting in improved services, it will be impossible to shape a path towards 
more substantial technological innovations.12 Whereas financial institutions 
have to comply with KYC guidelines and regulations, supervisors are in charge 

12	 Elliott et al. (2022).
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of assessing whether they do so. Based on samples of client data from super-
vised entities, the Data Science Hub in cooperation with our colleagues in in-
tegrity supervision have therefore developed an outlier detection model to do 
risk assessments of these clients and map them with the risk classification of the 
supervised entity. With this model we were able to effectively select clients with 
abnormal transaction profiles. More specifically, we applied an Isolation Forest 
outlier detection algorithm to millions of profiles. Figure 7 shows a plot with 
outlier detection scores for bank clients plotted against two client characteris-
tics. The results of the outlier detection model resulted in identification of new 
risks and efficiency gains since supervisors are now able to consider all transac-
tions instead of considering small samples. The model and results have been 
shared with the supervised banks to ensure transparency. This example clearly 
shows that the real value of data science lies in the combination of the domain 
knowledge of the supervisor and the computational power of a computer to 
analyse millions of client transactions. The importance of domain knowledge 
is the topic of the next section.

Figure 7: Using outlier detection for integrity risk

This figure shows a plot with outlier scores for bank clients plotted on two characteristics of 
those transactions, i.e. the sum of transactions (in euros) and the number of transactions by 
the client.
Source: DNB DSH project documentation.
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2.5	 Domain knowledge

As stated, the KYC project is a perfect example that shows the importance of 
domain knowledge in data science projects. This was also stressed by DNB 
board member Steven Maijoor in his speech at the Data Science Conference 
organised by the Data Science Hub in 2022 using the following example. To 
detect outliers in client transaction data, we traditionally define tell-tale identi-
fiers. For example, ‘multiple accounts on a single address’ and ‘a single deposit 
per month and immediate withdrawal.’ Seen separately, these are relatively 
innocent. Together, however, they can indicate human trafficking of seasonal 
workers. The combination identifies subcontractors who organise housing for 
seasonal workers, which is a perfectly legal activity. But if at the same time there 
is an immediate withdrawal of the wages deposited with only a fraction of the 
wage paid to the worker it is clearly an illegal activity. However, the combina-
tion could also be consistent with student housing: a large inflow when student 
grants and loans arrive and a relatively quick withdrawal rate. While these 
examples are just based on two dimensions, in practice there are many more di-
mensions and these can interact in multiple and non-linear ways. With the use 
of data science techniques, we can identify them. Exactly for this reason data 
scientists should be in close contact with colleagues with domain knowledge, 
not only to provide input for the model but also to interpret model outcomes.

Another example of a data science project that shows the importance of 
domain knowledge is our False Unfit Banknotes project. Commercial cash 
handlers send banknotes that they consider unfit for circulation to DNB. Cash 
handlers also manage ATMs in the Netherlands. Unfit banknotes are checked 
again at DNB because DNB has specific authentication sensors to determine 
whether a banknote is unfit for circulation. During the sorting process at DNB, 
it appears that a large percentage of these unfit banknotes are still evaluated as 
fit. This is what we classify as ‘false unfit.’

In cooperation with colleagues from the Payments division, the Data 
Science Hub investigated the high percentage of false unfit banknotes and how 
this percentage could be reduced. By looking at the data on the matched bank-
notes, it can be seen where the classification differs between DNB and the cash 
handler and specific rules that do not add up can be pinpointed. Figure 8 shows 
the percentage of cases in which DNB and the cash handler classifications are in 
line. For example, in 93% of the cases both DNB and the cash handler decide to 
classify a banknote as unfit due to a folded corner, and hence in 7% of the cases 
the cash handler decides to classify a banknote as unfit due to a folded corner 
while DNB does not. Hence, for fully compatible measurement, the diagonal 
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of the matrix from the bottom left to the top right would be filled with dark 
squares, as the cash handler’s trigger would be identical to the DNB’s trigger. 
The number of DNB fit classifications if the cash handler detects a problem 
shows the extent of the false fit problem. Only the hole size, the tear size and 
the corner defects are regularly triggered for the same banknote by both the 
cash handler and DNB. The settings on the cash handler’s machine could be 
adjusted to reduce the number of false unfits. While it is easy to compare the 
consequences of adjusting just one of the rules (e.g. tape decision or dirt), it 
quickly becomes more complicated once multiple rule settings are adjusted si-
multaneously. We therefore applied machine learning to arrive at the optimal 
combination of multiple rule adjustments. Reducing the number of unfits can 
save much effort and expense, and this project resulted in a set of recommenda-
tions for our Payments division to achieve these cost reductions.

Figure 8: Detecting False Unfit Banknotes
Source: DNB DSH project documentation.
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2.6	 Implementing data science

Note that the success of any algorithm is crucially dependent on how seamless-
ly we can integrate innovation in the existing workflow. We have seen countless 
promising proofs of concepts (PoCs) received with much enthusiasm that fail 
to make their way into production.

Note that the concept of ‘in production’ is a source of much confusion 
between IT and the average user. Typically, an analysis is used to set policy as 
soon as the policymaker is convinced that the results are solid. The analysis is 
often somewhat a journey and invariably involves manual steps. Reproducibil-
ity is often not the first concern and it is ensured because the analyst is closely 
involved and has intimate knowledge of how to replicate the results. For an IT 
department that is asked to bring such an analysis into production, the stand-
ards need to be much higher: the process needs to run without (much) manual 
intervention or knowledge of the subject matter. This involves programming 
to catch all kinds of eventualities and extensive unit testing. The challenge is to 
find an organisational form that allows abstracting away typical IT housekeep-
ing tasks (e.g. ensuring proper backups) while allowing the analyst sufficient 
flexibility in further developing the tool.

In many cases, it has been too difficult to provide feedback to improve the 
algorithm since data science environments were kept too separate from what 
the average user could access or is comfortable with. In other cases, users under-
estimate the considerable effort that is needed to train and tune a model. Based 
on smooth experiences with consumer apps, they have unrealistic expectations 
of what bespoke algorithms can do in the short run.

2.7	 Data science can add value anywhere  
in the organisation

The easiest place to begin the journey towards a data-driven organisation is to 
start with numerical information. Often, quantitative information is already 
available in databases close to where data scientists have tooling available. Early 
on in the transformation, our focus has been on automating manual steps in, 
for instance, risk assessments or forecasting exercises. Manipulation of such 
data now also touches on other less traditional topics. For example, we are ex-
perimenting with motion sensors in our office building to forecast how busy 
our cafeteria will be. Such forecasts can help our catering service plan capacity 
and our staff make a more informed choice to time their lunch.
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Other departments that are now starting to get involved are ones that 
work mainly with text. A large amount of information flows into DNB as 
text. Natural language processing (NLP) and recent advances in large language 
models (LLMs) such as ChatGPT and BARD have great promise for data 
science applications in all parts of a central bank. One hurdle we face is that 
document storage and retrieval have not evolved at an equal pace. Documents 
are scattered in different systems, are not stored in a consistent format, and are 
difficult to access from our analytics platform. Notwithstanding these hurdles, 
we see more and more initiatives to make new data science techniques work for 
less traditional departments, such as, for example, our HR department.
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4. 	 Sandboxes  
and financial innovation 
facilitators1

Alain Otaegui Chapartegui  
Policy Expert in Digital Finance at European Banking Authority

1.	 An overview of financial innovation 
facilitators in the EU
In the last decade, the competent authorities in the EU have adopted various 
initiatives to facilitate financial innovation. Many initiatives are designed to 
promote greater engagement between the authorities and the private sector on 
innovation with a view to, on the one hand, enhancing industry’s understand-
ing of regulatory and supervisory expectations and, on the other hand, increas-
ing the authorities’ knowledge of innovations, technologies and the opportu-
nities and risks they may present.

To facilitate innovation the authorities use various tools, the most wide-
spread being regulatory sandboxes and innovation hubs. This was clearly re-
flected in a joint report on regulatory sandboxes and innovation hubs2 in 
January 2019 by the three European Supervisory Authorities (ESAs – EBA, 
ESMA and EIOPA). The report provided a good basis for understanding the 

1	 The content of this chapter reflects the opinions of the author and does not necessarily reflect the 
views of EBA.

2	 JC ESAs (2019). 
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differences between the various types of innovation facilitators, mainly innova-
tion hubs and regulatory sandboxes. 

As was explained in the report, innovation hubs are dedicated points of 
contact within the competent authorities made available to private sector firms 
to raise enquiries with the authorities on fintech-related issues and to seek 
(non-binding) guidance on the conformity of innovative financial products, 
financial services and business models with licensing or registration require-
ments and regulatory and supervisory expectations. In turn, regulatory sand-
boxes are defined as competent authority-controlled environments that provide 
a way to enable firms to test innovative financial products, financial services 
and business models, following a specific testing plan agreed and monitored by 
a dedicated function of the competent authority.3 

In addition, the 2019 report provided an extensive comparative analysis of 
existing innovation facilitators in the EU. At that time there were 21 innova-
tion hubs and 5 regulatory sandboxes established in EU Member States and 3 
hubs in EEA States. As is reflected in these numbers, a majority of States have 
established innovation hubs, with a smaller number having established regu-
latory sandboxes. In some, both forms of innovation facilitator have been im-
plemented, and in others the hubs have preceded sandboxes. However, since 
the publication of the 2019 report a number of competent authorities have 
established additional hubs and sandboxes as a result of the good experiences 
of the authorities that have established one. For this reason, in December 2023 
the ESAs published a new report on innovation facilitators4 that provides an 
updated overview of the number of existing hubs and sandboxes. Addition-
ally, the report examines the design and operation of innovation facilitators, 
observed practices in existing hubs and sandboxes, as well as challenges and lim-
itations faced by competent authorities in operating them. Finally, the report 
sets out a series of considerations and recommendations for further enhancing 
the role of innovation facilitators and their effectiveness. Figure 1 and Figure 2 
below show the competent authorities that have established innovation hubs 
and regulatory sandboxes respectively in EU and EEA countries, as reflected in 
the ESAs report. 

3	 Sandboxes may also involve the use of legally provided discretion by the relevant supervisor (with use 
depending on the relevant applicable EU and national law) but they do not allow disapplication of 
regulatory requirements that must be applied as a result of EU law.

4	 JC ESAs (2023).
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Figure 1: Financial sector innovation hubs in the EU / EEA (October 2023)
Source: JC ESAs (2023).

Since 2019, therefore, plenty of activity has been ongoing at the national 
and EU levels regarding innovation facilitators, with many financial sector au-
thorities setting up new facilitators, mainly sandboxes, in their jurisdictions. As 
of October 2023, in the European financial sector there exist at least 41 innova-
tion hubs and 14 regulatory sandboxes (see Figure 1 and Figure 2). 

Figure 2: Financial sector regulatory sandboxes in the EU / EEA (October 2023)
Source: JC ESAs (2023).
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This growing trend has been encouraged by the perceived benefits reported 
by the authorities that first set up sandboxes and hubs. Among the main 
benefits that have been identified are that they allow the authorities to gain a 
better understanding of innovation in financial services and help them develop 
a good understanding of potentially undue regulatory barriers against finan-
cial innovation. For example, in 2022 they were very successful in helping au-
thorities improve their understanding of innovations related to so-called DeFi, 
NFTs and AI use cases in the financial sector. Innovation facilitators are also 
apparently allowing firms to better understand the regulatory and supervi-
sory expectations that apply to the products, services and business models 
they might be developing or transforming on the basis of rapid technological 
advances or emerging technologies. As facilitators help improve the accessibil-
ity of authorities for firms, particularly for new entrants and technology pro-
viders, they provide a useful channel to get clarifications regarding regulatory 
and supervisory issues at an early stage in their innovation development and 
testing timeframes.

However, deploying innovation facilitators also introduces some challeng-
es for authorities, in a context in which they might face difficulties finding and 
retaining staff with the appropriate knowledge and experience of fintech-relat-
ed issues. In the case of regulatory sandboxes, a key challenge for authorities 
has been that some innovations tested in sandboxes may have been perceived 
by consumers and/or the market to have been ‘endorsed’ by the authority, re-
sulting in either potential preferential access to financing and/or preferential 
market positioning. There are also legal and reputational risks for the authority 
if consumers suffer detriments as a result of services provided in the course of 
sandbox participation. 

In addition, fintech players continue to put pressure on incumbent players 
and traditional business models in the financial sector. Therefore, policymak-
ers need to keep track of market developments and assess whenever regulatory 
or supervisory actions are needed, both individually and jointly at the cross-sec-
tor and cross-border levels. To do this properly it is necessary to maintain a con-
tinual dialogue and close engagement between industry, supervisors, regulators 
and other stakeholders in the financial sector. This is essential for all parties to 
maximise the benefits brought to the EU financial sector by innovative appli-
cations. At the same time risks for consumers and investors are mitigated effec-
tively. 

In this context, in coordination with the European Commission and fol-
lowing recommendations in the 2019 report, the ESAs established a European 
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Forum for Innovation Facilitators (EFIF).5 The EFIF provides a platform for 
supervisors with competences in fintech activities to regularly meet to share 
their experiences of engagement with firms through innovation facilitators. 
The EFIF also helps develop common views on the regulatory treatment of 
innovative products, services and business models, boosting coordination 
between supervisors on fintech topics. As a consequence, it can be said that the 
EFIF helps competent authorities and the ESAs to adopt a forward-looking 
response to regulatory and supervisory gaps in fintech, and promote greater 
cross-disciplinary coordination, knowledge-sharing and collaboration.

2.	 A cross-border testing framework  
for the EU financial sector
In addition to providing a platform for authorities for the aforementioned 
purposes, in December 2021 the EFIF developed and published a Cross-Bor-
der Testing Framework.6 The objective of the framework was to enable and 
promote the sharing of testing-related information across borders in a struc-
tured manner and to facilitate the scaling up of innovative products and solu-
tions, streamlining communication between authorities when a firm is inter-
ested in involving multiple authorities in testing. Additionally, the ESAs expect 
the framework to increase the accessibility of information and transparency on 
cross-border testing possibilities, and overall to reduce the limitations and chal-
lenges in the scaling of financial innovations across the EU.

The framework envisages three possible roles for supervisors: they can 
provide the regulatory sandbox; participate in the testing as observers; or just 
be recipients of test findings. Regarding the private sector, the framework is 
open to all types of companies. The key requirement is only that applying firms 
need to have first applied for testing in at least one regulatory sandbox in the 
EU. Qualifying firms can then submit a request for multi-sandbox testing, for 
observing sandbox testing or for sharing test findings.

In part to provide an interface for the cross-border testing framework de-
veloped by the ESAs, the European Commission set up an EU Digital Finance 
Platform,7 which provides access to the cross-border testing tool. In addition, 

5	 EBA European Banking Authority. European Forum for Innovation Facilitators. See here.

6	 EFIF (2021). 

7	 EC European Commission. EU Digital Finance Platform. See here.

https://www.eba.europa.eu/financial-innovation-and-fintech/european-forum-for-innovation-facilitators
https://digital-finance-platform.ec.europa.eu
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the platform offers a collaborative space for firms and authorities, including a 
Digital Finance Observatory that features an overview of the latest policy devel-
opments and research, events and calls to action, and an EFIF Gateway, which 
is a portal that provides updates on the work of the EFIF and information on 
how to contact relevant national authorities and find out about national licens-
ing requirements.

While neither the platform nor the cross-border testing framework have 
gained the expected traction, the ESAs and the European Commission remain 
committed to offering the necessary tools to support the uptake and upscaling 
of fintech activities in the EU, including cross-border testing when firms deem 
it beneficial. 

3.	 New types of approaches and tools  
in financial innovation facilitators
In addition to innovation hubs and regulatory sandboxes, the competent au-
thorities in the EU have begun experimenting with new tools and activities to 
support innovation in the financial sector. The authorities have recognised that 
each innovation (depending on factors like the stage of development, scaling 
ambition, technology and governance) may be suitable for or require a differ-
ent type of facilitation to upscale. That is, in order to overcome these challeng-
es and find the best possible set-up to facilitate certain innovations, the author-
ities have become innovators themselves. They have done so in part because 
of increasing competition among themselves to attract innovators that can 
bring value to the fintech ecosystem of specific countries or regions. This can 
be observed from the fact that some innovative approaches adopted by EU au-
thorities are inspired by ones employed by authorities in other countries, such 
as the Financial Conduct Authority in the UK and the Monetary Authority of 
Singapore. 

While most of these emerging types of financial innovation facilitation ac-
tivities have been recently identified and analysed by the IMF,8 it may be useful 
to provide a general overview of the activities observed in the EU. 

8	 IMF (2023).
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First, an increasing number of authorities are setting up or organising digital 
or virtual sandboxes.9 These aim to support testing based on a fully digital 
platform, and in most cases include providing access to synthetised publicly 
available datasets and to application programming interfaces (APIs) (provided 
by other firms or the authorities themselves) that give them access to data that 
is very useful (sometimes even necessary) in testing and otherwise unavailable 
to them. These types of sandboxes are most often used for use cases that assess 
the upscaling feasibility of a project, for instance to consider whether the cost 
of generating and using synthetic or anonymised data is worth the benefits 
brought by the solution. They are particularly useful to support innovations 
that require large data sets for testing purposes, such as those that use machine 
learning algorithms.

Second, other authorities have organised TechSprints,10 which are short 
intensive events that bring together participants from financial services and 
outside them to develop technology-based ideas or proof of concepts to address 
specific challenges faced by regulators. When the focus of the event is heavily 
on coding and programming and the innovation mainly relies on them they are 
called hackathons. However, hackathons are typically organised by the private 
sector and not by the competent authorities. Nonetheless, the Monetary 
Authority of Singapore, for example, has organised what it calls ‘hackcelera-
tors,’ with the 2023 edition dedicated to the use of artificial intelligence (AI) 
in finance.11 These events normally bring together supervisors and staff from 
the competent authorities with computer programmers, interface designers, 
domain experts and technical staff from the private sector to intensively col-
laborate over a short time on a particular problem or use case. The objective is 
usually to solve or overcome a clearly delineated problem or innovation barrier 
set by the authority. 

Third, a trend can be observed in which innovation facilitators are organ-
ised around thematic areas. Typically, in line with and to focus on pre-identi-
fied priority innovation areas at the national or authority level, an increasing 
number of authorities organise their facilitators by thematic areas, such as sus-

9	 See for example the Virtual Sandbox PSD2 to test solutions based on the Open API interface, and the 
Sandbox DLT ICT to provide an in-house-built DLT/Blockchain testing environment set up by the 
Polish Financial Supervision Authority (UKNF). Available here.

10	 In 2021, the ACPR in France ran a TechSprint on the topic of explainability of algorithms and black 
boxes (see here) and in 2022 launched another on the mutualisation of data on AML/CFT (see here). 

11	 MAS (2023).

https://fintech.gov.pl/index.php/en
https://acpr.banque-france.fr/sites/default/files/medias/documents/tech_sprint_-_summary_report.pdf
https://acpr.banque-france.fr/sites/default/files/media/2023/01/12/20230112_tech_sprint_2022_summary_report_en.pdf
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tainable finance, distributed ledger technology (DLT), AI and open finance.12 
This approach to sandboxes aims to align the authorities’ own goals with the 
private sector’s efforts with respect to the sandbox. It is a result of a recogni-
tion that authorities at times also have specific needs, be they understanding 
the functioning of a specific emerging technology or understanding the key 
features of an innovative business model. Being transparent about their goals 
and priorities helps firms put effort where support from authorities will be more 
useful (for the authority) and fosters innovation in areas of public interest. As a 
result, thematic areas may be particularly useful where the national or regional 
fintech ecosystem is mature enough to respond to such requests.

Finally, authorities are also demonstrating a forward-looking broad 
approach to facilitating financial innovation by organising industry roundta-
bles,13 fintech fora14 15 and workshops to improve engagement between author-
ities and industry representatives. Similarly, to improve collaboration between 
authorities themselves, different types of fintech networks and bridges have 
been set up.16 These are expected to contribute to improving cross-border coor-
dination, including on the testing of fintech use cases at the cross-border level. 

12	 For instance, Banca d’Italia’s FinTech Milano Hub launched its Call for proposals for 2022, with a 
focus on the use of DLT for banking, financial, insurance and payment services. See Banca d’Italia’s 
website here.

13	 The Czech National Bank’s Contact Point has organised regular meetings with the fintech commu-
nity, having, for instance, organised in 2022 an industry roundtable focused on the use of machine 
learning in the Czech financial industry and the financial sector use cases covered by the AI Act. See 
CNB Czech National Bank.

14	 The Danish FSA has created a Fintech Forum, which gathers a wide range of sector representatives 
and the purpose of which is to establish an informal forum where the Danish FSA and the sector can 
discuss developments in the area of fintech. See Finanstilsynet. 

15	 In Germany, BaFin has launched a ‘FinTech Dialogue’ in the context of its FinTech Forum to enable 
a systematic evaluation of incoming queries in order to identify relevant issues and address them in a 
target-oriented manner. See BaFin (2023).

16	 The Danish FSA has created a supervisory FinTech bridge with the Monetary Authority of Singa-
pore (MAS). See MAS (2017). 

https://www.bancaditalia.it/focus/milano-hub/call-for-proposals-2022/index.html
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4.	 Financial innovation facilitation  
in specific areas of the financial sector
So far, as has been described in this chapter, most innovation facilitators 
have been set up for the financial sector in general or for a specific sub-sector 
(banking, insurance or financial markets). However, the European Commis-
sion has recently begun to slightly adapt and innovate its approach to regula-
tion in other areas affecting the financial sector by introducing experimental 
clauses or (voluntary or mandatory) development of regulatory sandboxes in 
legal acts. 

An example of this is the AI Act, which based on the Commission’s 
proposal17 in April 2021 and the trilogue agreement announced by co-legisla-
tors on 9 December 202318, includes a whole chapter dedicated to promoting 
the creation of AI regulatory sandboxes to test AI systems in one or more EU 
Member States. The proposed framework requires competent national author-
ities to associate with other relevant regulators (e.g. data protection authorities, 
sectoral supervisory authorities) on the AI sandbox, and proposed that coor-
dination and cooperation of all national AI sandboxes should be organised by 
a future EU AI Office, under which an AI Board composed of Member State 
representatives will be created. While the AI Act will not start applying in full 
until two years after its entry into force, Spain has already launched an AI regu-
latory sandbox, managed by the new Spanish Agency for the Supervision of AI 
(AESIA),19 which will pilot and learn lessons for future AI sandboxes. 

Similarly, but with a distinct approach, the DLT Pilot Regime Regulation20 
has provided the basis for the creation of national regulatory sandboxes to ex-
periment with the use of DLT in market infrastructure for trading and settling 
transactions by financial instruments. This proposed act promotes the creation 
of a controlled environment to experiment with temporary exemptions from 
certain financial service rules (e.g. MiFID II, CSDR) to enable firms to test the 
application of DLT technology in trading and settling tokenised securities. The 
objective of this approach is to foster the development of innovative secondary 
markets for financial instruments in the EU and assess whether this requires 
future changes to the existing financial services legislation. 

17	 See EC (2021) COM(2021) 206 final.

18	 Council of the EU (2023).

19	 See Government of Spain. Real Decreto 729/2023.

20	 See Regulation (EU) 2022/858.
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Another initiative in this direction is the European Blockchain Regulatory 
Sandbox,21 which has been established by the European Commission in coor-
dination with the European Blockchain Services Infrastructure (EBSI). The 
objective of the new sandbox is to increase legal certainty for innovative block-
chain technology solutions, and to provide legal advice on the operation of 
the core services of the EBSI and its use cases as approved by the European 
Blockchain Partnership (EBP). Use cases covered by the sandbox may include 
data portability, B2B data spaces, smart contracts and digital identity (includ-
ing self-sovereign identity) in the health, environment, mobility, energy and 
other key sectors.

5.	 The outlook for innovation facilitators  
in the EU financial sector
Following a successful uptake of innovation facilitators in the EU, including 
in the financial sector but also in other sectors such as the energy and ‘health-
tech’ sectors, the European Commission has identified, in particular regula-
tory, sandboxes as an emerging approach to policy assessment. This was re-
flected in the recent update of the European Commission’s Better Regulation 
Toolbox,22 in which it added a new Tool 69 on Emerging methods and policy 
instruments. Using this tool, the Commission contemplates different emerging 
policy approaches that Member States could follow to facilitate innovation at 
the national level. For instance, the Commission suggests they could draw up a 
list of existing experimentation tools in the policy field under consideration to 
identify potential friction between legislation and selected innovations. They 
could also issue guidelines in specific innovation fields to reduce regulatory un-
certainty. These cases could avoid the need for sandboxes that typically provide 
temporary exemptions or allow for the testing of specific use cases.

However, at the same time, the Commission is finding many benefits of 
regulatory sandboxes in policy. Certainly, sandboxes can be useful to inform 
impact assessments and to estimate the impacts of different policy options af-
fecting the regulatory environment. As the Commission has warned, however, 
when using sandboxes to inform impact assessments it is relevant to consider 
whether the indications provided by the sandbox results are applicable to the 

21	 EC  European Commission. European blockchain regulatory sandbox for Distributed Ledger Technol-
ogies. 

22	 See EC European Commission. Better Regulation Toolbox.
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innovation after it reaches a broad scale. Because the objective of facilitating 
innovation is also to support upscaling, it is of utmost importance to identify 
cases in which potential new risks and negative impacts are likely to derive from 
scaling-up or from EU-wide application. 

In line with these findings and recommendations by the Commission, in 
addition to the ESAs’ recommendations and considerations to NCAs, the 
Commission and the ESAs themselves, it remains relevant to assist national 
authorities in their support of the uptake of innovative applications across the 
EU.

In particular, there is an innovative approach to innovation testing that is 
being increasingly used by authorities all over the world and is being pushed 
for by the Commission: using synthetic data for testing. Synthetic data offers 
authorities the possibility to participate in testing a project without having to 
make real data they hold accessible to firms. In the financial sector, the creation 
of synthetic datasets for innovation testing has already been piloted by national 
authorities with the collaboration of the Commission. It was successfully 
tested in a pilot with the Bank of Spain and the results indicated that the syn-
thetic data produced were accurate and privacy concerns were addressed. As a 
consequence of the successful experience, the Commission has recently com-
plemented its Digital Finance Platform with a Data Hub23, to give innovative 
firms access to synthetic supervisory data for the purpose of testing new solu-
tions and training AI/ML models. 

All in all, authorities in the EU are finding ways and themselves innovating 
to identify the most suitable approach to facilitate innovation in the financial 
sector, not only by adding new features to existing regulatory sandboxes and 
innovation hubs but also by organising new types of activities and events in 
collaboration with the private sector. In the end, the objective of all parties is to 
promote innovation in the EU, with authorities adapting their work to every 
type of innovation they come up with in the market. 

23	 See here.

https://digital-finance-platform.ec.europa.eu/data-hub
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In recent decades the global financial system has become more digitalised and 
interconnected. For it to function the real economy requires the financial 
system to reliably perform a range of key economic functions. These include 
payment services, securities trading, settlement services and deposit taking, 
among others. These processes have become increasingly digitalised, creating 
new and important interdependencies. Therefore, the financial system has 
come to critically rely on robust information and communication technology 
(ICT) infrastructure and the confidentiality, integrity and availability of data 
and systems. It follows that key economic functions can be disrupted by cyber 
incidents that affect the information systems and data of financial institutions 
and financial market infrastructures (FMIs).

The ability of attackers to undermine, disrupt and disable the ICT systems 
used by financial institutions is a threat to financial stability, one that requires 
additional attention. Attackers have broad access to technology, allowing them 
to operate across borders and to attack financial firms and central banks either 
for profit or simply to disrupt. An increase in the incidence of attacks, rising 

1	 The contents of this chapter reflect the opinions of the individual authors and do not necessarily 
reflect the views of the IMF or the ESMA.
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losses and recognition of the potential for serious disruption of the function-
ing of the financial system has raised cyber risk from an IT department concern 
to a central risk management issue for all financial institutions and a risk to sys-
tem-wide stability. Attackers are universal in their reach – they target large and 
small institutions, rich countries and the less well-off alike. 

Cyber risk is characterised by three key features that when combined fun-
damentally differentiate it from other sources of operational risk: the speed and 
scale of its propagation and the potential intent of threat actors. The intercon-
nectedness of various information systems enables cyber incidents to spread 
quickly and widely. Some recent incidents2 have demonstrated the ability of 
criminals to penetrate the networks of large organisations and quickly incapac-
itate them. Cyber incidents can also spread widely across sectors and beyond 
geographical borders, including to entities which are not the primary target of 
disruption. Malicious cyber incidents are becoming more persistent and prev-
alent, revealing the high level of sophistication and coordination that threat 
actors can achieve.

Financial systems are in varying states of readiness to manage such attacks, 
and the international response is fragmented.3 Mitigating cyber risk in the fi-
nancial sector is a key public policy objective. Digitalisation of the financial 
sector has led to even greater emphasis on cyber risk, which is now a priority 
for private financial institutions. Chief executive officers often cite this risk 
as one of their top three concerns. However, there is also clear public interest 
in managing cyber risk across the financial sector, especially since a success-
ful cyber attack has the potential to jeopardise financial stability. Crucially, 
although financial institutions have clear individual incentives to invest in pro-
tection, without regulation and public policy intervention they will tend to 
underinvest from the perspective of society and the interests of the broader fi-
nancial system. For example, they will not take into account the impact of their 
failure or of a broader attack on the system as a whole. While much is being 
done, we set out below the areas in which we see a need for further work, with 
emphasis on the role of the official sector.

We suggest there are six major building blocks that if created could con-
siderably reduce cyber risk and help safeguard global financial stability. These 
build on the need to pay greater attention to prevention, mitigation, measure-
ment and recovery. Addressing the building blocks will require a collaborative 
effort by standard-setting bodies, national regulators and industry associations, 

2	 ESRB (2020).

3	 Adelmann et al. (2020).
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and also by international financial institutions and other capacity development 
(CD) providers. 

1.	 Cyber strategy
Authorities should develop a cyber strategy for their financial sector, integrat-
ing a number of key building blocks around regulation and supervision, sector 
resilience and public-private engagement and coordination. A cyber strategy 
can provide authorities with a clear vision and strategic objectives, with clarity 
on milestones, implementation plans, risk prioritisation and capacity building. 
Developing a cyber strategy entails working closely with other authorities and 
industry, building structures for collaboration and coordination, and helping 
to enhance the resilience of the entire sector. 

2.	 Regulatory and supervisory 
frameworks
Cyber security regulation and supervision play important roles in strengthen-
ing resilience and delivering public policy objectives. Regulation and super-
vision set consistent minimum standards to be used by financial institutions, 
including promoting good cyber hygiene and setting expectations of risk man-
agement practices, incident reporting and response and recovery protocols, 
together with internal governance procedures. Active financial supervision 
supports effective implementation.

Good progress has been made in strengthening cybersecurity regulatory re-
quirements, but fragmentation within and across borders causes inefficiencies. 
National requirements typically incorporate internationally recognised techni-
cal standards –requirements governing how to deal with the technology itself. 
However, there are currently often differences in the transposition4 of the tech-
nical standards into national frameworks. While certain differences in require-
ments may be justified, fragmented control environments may complicate 
cyber risk management and drive compliance costs up, particularly for inter-
national financial institutions. Enhanced consistency and convergence among 
national and international approaches would free up resources that could be 
used more effectively to manage and respond to risk.

Efforts to address fragmentation and promote harmonisation are underway, 

4	 Adelmann et al. (2020).
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but convergence is a slow process. The Group of Seven (G7), the Financial Sta-
bility Board (FSB) and, jointly, the Committee on Payments and Market Infra-
structure and the International Organization of Securities Commissions (CP-
MI-IOSCO) have published well-known high-level principles.5 In practice, 
these guidelines have formed the basis for development of national standards 
for most of the larger and more sophisticated jurisdictions. 

3.	 Financial stability analysis  
and cyber risk
Further improving identification of major sources of system-wide cyber risk 
and their potential impact on financial stability will strengthen risk mitigation. 
Cyber risk is now commonly highlighted in financial stability reports pub-
lished by central banks and prudential authorities, although there is significant 
scope to improve both the quantification of risks and the integration of cyber 
risk in broader financial stability analysis. We outline below three such tools 
that could be widely adopted.

3.1		 Cyber Mapping

A ‘cyber map’ identifies the main technologies, services and connections 
between financial sector institutions, service providers and in-house or 
third-party systems. At the conceptual level, mapping aims to highlight key 
financial and technological connections between financial institutions (includ-
ing FMIs) and between these firms and third-party technology and service pro-
viders. Even a basic map will provide a valuable reference for supervisors to 
identify the key transmission channels through which cyber risk could become 
systemic, and the critical nodes and vulnerabilities in the system. 

3.2	 Quantitative Analysis

Accurate quantitative estimates of potential losses could usefully inform both 
firm risk management and financial stability analysis, although producing 
reliable estimates is difficult and remains work in progress. Difficulties stem in 
part from the limited availability of data on the frequency and loss severity of 
cyber attacks. Against this backdrop, improving the quality and availability of 

5	 See G7 (2016), FSB (2020), and CPMI-IOSCO (2016).
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data on losses from cyber attacks, and further developing modelling techniques 
would help support risk management, supplementing qualitative approaches 
that rely heavily on expert judgment. Being able to strengthen quantitative and 
qualitative analysis will allow authorities and financial entities to better under-
stand the potential impact of a cyber incident on the system as a whole. 

3.3	 Stress Testing

Stress testing of cyber risk offers promise as a tool to support supervisors and 
policymakers. In such approaches, financial institutions are typically asked to 
assess the impact of cyberattacks on liquidity and capital. These tests generally 
involve institutions estimating losses in a prescribed scenario and a supervisory 
review of financial institutions’ procedures and coverage against cyber security 
risk. Cyber risk scenarios can also be included in the stress testing and network 
analysis of FMIs. These exercises encourage financial institutions to further 
develop their risk management practices in this area. As an example, the IMF 
conducted a cyber risk surveillance of Singapore which included quantitative 
estimates of potential losses, among other matters. On average, banks estimat-
ed that losses from a direct cyber attack would amount to about 35-65 percent 
of their quarterly net profits depending on the cyber scenario type, and would 
cause the capital adequacy ratio (CAR) and the liquidity coverage ratio (LCR) 
to drop by 0.1-0.4 and 8.4-35 percentage points respectively. 6

Comparatively, cyber risk quantification at the systemic level is in an earlier 
stage of development. This is an active area of financial stability analysis. 
Although there are large uncertainty margins around current estimates, they 
are likely to narrow as data and modelling approaches continue to improve. 
Estimates of potential losses are high. For example, Monte Carlo simulations 
estimate the 95 percent value at risk (VaR) loss to be $147 billion for finan-
cial institutions globally (14 percent of global net income). In a further exper-
iment the mean cyber attack frequency is set at double its historical peak. In 
this scenario, the 95 percent VaR loss rises to $352 billion (34 percent of net 

income).7

6	 Goh et al. (2020).

7	 Bouveret (2018).
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4.	 Response and recovery –  
Cyber resilience
Cyber resilience has emerged as an important concept in cyber security. While 
strong cyber hygiene and preventative actions remain important, past assump-
tions that cyber attacks can be repelled or are relatively rare have given way to 
the reality that such attacks are a continuous threat and that many will have a 
degree of success. As the sheer number of incidents rises, both industry and su-
pervisors have refocused from zero tolerance of successful breaches of institu-
tion systems toward a more pragmatic approach that concentrates on contain-
ing the problem and maintaining operations.

The industry and regulators are enhancing their capabilities to take action 
after a detected cybersecurity incident (response function) and to restore any 
impaired systems or services (recovery function). Financial institutions are 
strengthening internal response and recovery protocols that help maintain 
critical business functions during disruptions. Such preparations also reduce 
the incentives for those seeking to disrupt operations. In addition, supervisors 
have started developing protocols that take an industry-wide view of critical fi-
nancial services to ensure that operations are maintained or can recover quickly 
to avoid undue disruption. Supervisors play a key coordination role in respons-
es. They are uniquely positioned to identify and observe incidents across fi-
nancial institutions, are able to share information broadly across the sector in a 
timely manner and play a critical role in restoring and maintaining public con-
fidence, including through communication. 

Strengthening the cross-border aspects of response and recovery arrange-
ments is a top priority. Financial institutions are often connected across borders 
– through parent institutions, subsidiaries, counterparties in other jurisdic-
tions, correspondent banks and FMIs – and their ability to respond to and 
recover from attacks may rely on conditions or actions taken across borders. 

Cyber security exercises are very effective resilience assessment tools for fi-
nancial institutions and supervisors alike. These exercises are planned events 
during which an organisation simulates a cyber attack that disrupts opera-
tions and tests capabilities (for example, prevention, detection, mitigation and 
response and recovery). An extension is ‘red-teaming,’ which is designed to 
help entities test and improve their resilience against cyber attacks by employ-
ing actual hacker methods to breach or circumvent defences. Cyber security 
exercises can identify gaps in the operational resilience of institutions and fi-
nancial systems, helping to identify priorities that strengthen response and 
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recovery capabilities. Exercises can also point to gaps in information sharing 
arrangements and support collective action to address them, whilst red team 
testing frameworks driven by authorities (e.g. TIBER-EU,8 CBEST9 etc.) can 
strengthen the protection, detection and response capabilities of financial in-
stitutions.

5.	 Information sharing
Information is the lifeblood of risk mitigation and is the basis for risk man-
agement and supervisory frameworks. Pooling information on cyber risks can 
enhance situational awareness, help detect new risks and build better respons-
es. Sharing information also reduces the cost of collection for all participants, 
including in the financial sector.

There are currently, however, significant barriers to sharing – most impor-
tantly regulatory barriers and concerns about liability. Limitations on informa-
tion sharing, particularly across borders, can increase vulnerabilities because in-
formation silos can be exploited by cyber attackers, who are able to work across 
jurisdictions with ease.

Information sharing in the realm of cybersecurity includes the following:

•	 Threat intelligence information – information on the source and nature 
of threats, including on which groups may be targeting a specific set of 
institutions, the technology being targeted or used and the intention 
behind the attacks. Threat intelligence information can also include 
high-frequency alerts, risk analytics, indicators, threat assessments and 
analysis. This information gives financial institutions and supervisors a 
basis for monitoring and addressing vulnerabilities. Such information 
varies in depth and specificity and is typically shared on a continuous 
basis between trusted sources.

•	 Incident reporting – information on the success of the incident and how 
it was addressed. It may include loss information. Supervisors usually 
require reporting of incidents with an account of how the financial insti-
tution is managing the situation.

8	 See here.

9	 See here.

https://www.ecb.europa.eu/paym/cyber-resilience/tiber-eu/html/index.en.html
https://www.bankofengland.co.uk/financial-stability/operational-resilience-of-the-financial-sector/cbest-threat-intelligence-led-assessments-implementation-guide
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•	 Good practices – information on how cyber incidents are reported and 
analysed, what incident response was made and what the consequences 
have been. Good practices also extend to how resilience is being built in 
institutions in the financial system and how the supervisor is addressing 
the risk.

•	 Defence techniques – information on how an attack was prevented or 
contained, which may be shared at the technical level.

There are three broad channels of information sharing in the financial sector, 
and they are at different levels of maturity:

•	 Private sector institution to private sector institution – the sharing of 
cybersecurity threat intelligence information between financial insti-
tutions in domestic financial sectors is well advanced in many financial 
systems, including among large global institutions. Sharing may be on 
an informal basis, such as through personal relationships between chief 
information security officers, or on a more formal basis. Information is 
typically shared on a continuous basis in a trusted network and is highly 
valuable given its relevance to risk managers.

•	 Private sector institution to public agency – private financial institu-
tions typically provide their supervisors with incident reports. Routine 
protocols for regulatory reporting together with trusting relationships 
between supervisors and institutions help support this exchange.

•	 Public sector to public sector agencies – financial supervisors may share 
incident reports and regulatory responses with other domestic agencies 
or with cross-border peers. Examples typically include sharing incident 
information between home and host supervisors.

Promoting trusted information sharing among private and public institutions 
can help overcome resistance. Platforms where threat intelligence is shared on 
a continual basis establish efficient and long-standing relationships that build 
trust. For example, the Financial Services Information Sharing and Analysis 
Centre (FS-ISAC) has developed a network for central banks, regulators and 
supervisory authorities (the CERES Forum) for members to receive timely 
targeted information, tools and resources about cybersecurity threats and 
threat mitigation strategies. Other examples of international arrangements for 
information sharing include those in place as part of the Euro Cyber Resilience 
Board for pan-European Financial Infrastructures’ (ECRB’s) Cyber Informa-
tion and Intelligence Sharing Initiative (CIISI-EU).
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6.	 Deterring cyber threats
Cyberattacks are a global phenomenon that presents significant challenges to 
law enforcement, especially at the international level. The constant rapid evo-
lution of hacking technologies makes policing, prosecution, sanctioning and 
asset recovery work difficult, even though there has been some success. 

International agreement on addressing cyber attacks is a politically sensitive 
topic. The 2001 Budapest Convention10 is the only binding multilateral agree-
ment aimed at combating cyber crime. Offences under the convention include 
(1) offences against the confidentiality, integrity and availability of computer 
data and systems; (2) computer-related offences; (3) content-related offences; 
and (4) criminal copyright infringement. In November 2019 a United Nations 
cyber crime resolution set up a drafting group to establish terms of reference 
for a new global cyber crime treaty. The international constituency is divided, 
however, over fears of criminalising ordinary online activities by individuals 
and organisations through cyber crime laws.

Cyber attacks generate a significant amount of illegal proceeds every year 
in advanced and developing economies alike. Although cyber attacks may be 
committed for a range of motives (for example, political, competition, cyber 
war ones), many are profit-driven. Some studies estimate that ransomware inci-
dents alone generate some $1 billion in illegal proceeds every year.11 Developing 
economies face huge challenges as attackers exploit underinvestment in defences 
and may even use these economies as testing grounds for new techniques. The 
proliferation of digital currencies, which, when unregulated, provide anonym-
ity and make it difficult if not impossible to trace the beneficiary owner or end 
receiver of funds makes it easier to generate and launder the proceeds of crime. 
In this context, effective implementation of a comprehensive anti-money laun-
dering and combating the financing of terrorism (AML/CFT) framework in 
all countries is crucial. In particular, requirements that private sector firms such 
as banks identify their customers, maintain relevant records, monitor transac-
tions and report suspicious transactions to the relevant authority are essential 
to prevent and combat cyber crime and the laundering of its proceeds. Sound 
AML/CFT frameworks also help with the recovery of the illegal proceeds of 
cyber crime.

10	 See Budapest Convention, available here. 

11	 McGuire (2018).

https://www.coe.int/en/web/cybercrime/the-budapest-convention
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Cyber attacks should be made both expensive and risky through effective 
measures to seize and confiscate the proceeds of crime, and also to identify and 
sanction criminals. Success in this respect is predicated on effective internation-
al cooperation. That is, information sharing and formal mutual legal assistance. 
Otherwise, cyber criminals simply shift operations to jurisdictions that do not 
cooperate effectively.

7.	 Conclusion
In an increasingly interconnected and digitalised global economy, cyber risk 
continues to be at the top of most risk categories. Tackling cyber risk requires a 
coordinated approach built on a holistic strategy, and effective regulation and 
supervision, financial stability analysis, response and recovery, information 
sharing and cyber deterrence. All of these require close coordination and col-
laboration between authorities and the financial industry. 
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1.	 Introduction
This chapter delves into the evolution of the SDGs and the climate agenda, and 
focuses on the promise and challenges of digital technology in advancing these 
global goals. It provides definitions of key concepts such as digital technology, 
the fourth industrial revolution, fintech and green fintech, and highlights their 
significance in the context of the climate and sustainable development goals 
(SDGs) together with the challenges involved. The chapter addresses the need 
for integrative approaches, pathways and governance to promote inclusive sus-
tainable financial practices and investments in climate and SDG solutions.

2.	 Evolution of the sustainable 
development goals and the climate agenda
The Sustainable Development Goals (SDGs) were adopted by all the United 
Nations Member States in 2015 as a universal call to action to end poverty, 
protect the planet and ensure that all people enjoy peace and prosperity by 
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2030.1 In the same year, the Paris Agreement established a comprehensive 
framework aimed at averting climate change while emphasising the respon-
sibility of developed nations to provide financial resources to aid developing 
countries in addressing climate change impacts.2 These two global frameworks 
marked a turning point in setting national and international goals and targets 
for climate and sustainable development. 

However, the journey towards achieving these sustainable development 
and climate goals began over three decades ago at the United Nations Confer-
ence on Environment and Development – also known as the Rio Conference.3 
Rio highlighted the interdependence of various social, economic and environ-
mental factors, and emphasised that progress in one sector requires action in 
other sectors.4

Figure 1

Source: the author (2023)

The primary outcome of Rio was an integrated agenda on environmental and 
development issues “that would help guide international cooperation and de-
velopment policy in the twenty-first century.”5 Agenda 21 was a blueprint for 
sustainable development action to be taken at the local, national and global 

1	 UN United Nations. The Sustainable Development Goals.

2	 UN Climate Change. The Paris Agreement.

3	 Rio built on the foundation laid by the United Nations Conference on the Human Environment in 
1972 in Stockholm, which marked the first global recognition of environmental issues linked directly 
to development. See UN United Nations. 1972 United Nations Conference on the Human Environ-
ment.

4	 UN Climate Change. The Rio Conventions.

5	 Ibid.
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levels. It was then iterated through the 2000 Millennial Development Goals 
and climate protocols and conventions through to the Paris Agreement and 
the SDGs in 2015. 

Despite Rio’s focus on integrated action, solutions for climate and sus-
tainability evolved in a fragmented manner. By 2015, the solution space had 
evolved to one fraught with issues of replication, infrastructure gaps, credibili-
ty, data deficiencies and monitoring and reporting complexities.6  

Figure 2

 Source: Foster and Nassiry (2021)

The 2015 SDGs encompassed 17 goals and 169 corresponding targets 
across environmental, economic, social and governance themes,7 proposing a 
balanced and comprehensive approach to sustainable development. All 193 
United Nations Member States committed to work towards these goals by 
setting and measuring progress towards their own commitments. The Paris 
Agreement combined legally binding international commitments with nation-
ally determined contributions (NDCs) based on each country's circumstances 
and capabilities.8 As such, the mechanisms related to climate and sustainability 
goals launched in 2015 relied largely on countries self-regulating and reporting.

Translating the SDGs and the Paris Agreement into actionable measura-
ble initiatives for non-state actors such as corporations and financial institu-

6	 Foster and Nassiry (2021). 

7	 UN  United Nations. The Sustainable Development Goals.

8	 UN  Climate Change. The Paris Agreement.
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tions likewise involved mainly non-binding mechanisms. These included col-
laborative and voluntary contributions to national climate actions, reporting 
platforms and financial support. While these mechanisms and national and 
international regulatory frameworks continue to evolve, measuring progress 
towards commitments and targets remains a substantial challenge for all stake-
holders – from national governments to local NGOs to financial institutions. 

3.	 The promise of digital revolutions  
to address the fragmented solution space 
The timing of the Paris Agreement and the SDGs aligned with an internation-
al focus on digital and emerging technology and the narrative of the fourth in-
dustrial revolution. The narrative brought a general sense of optimism around 
the capacity of emerging and digital technologies to help bridge the gaps in 
reaching the goals of the new agreements and to address the challenges and 
complexity of measuring progress and impacts.9 The fourth industrial revo-
lution was even integrated in the policy dialogue and initiatives in the United 
Nations system.10

The focus was not only on the capacity of digital and emerging technology 
to drive efficient and innovative solutions across the SDGs (including climate) 
but in the actual financing of the SDGs, as was illustrated by the UN Task 
Force on Digital Financing of the SDGs established in 2018.11 The convergence 
of digital and emerging technology and finance presented a unique opportu-
nity to address climate change, facilitate efficient and accessible financial inclu-
sion, foster equitable growth and unlock financing for impact solutions. 

9	 World Economic Forum (2020).

10	 UN United Nations (2020). 

11	 UN United Nations. The Task Force on Digital Financing of the Sustainable Development Goals.
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Key terms such as digital technology, emerging technology and 
fintech are constantly evolving. Defining and delineating these in the 
context of this chapter is important to understand their contextual var-
iations and the opportunities and challenges they bring, including gov-
ernance considerations. For the purpose of this chapter, the following 
definitions are adopted.  

Digital technology refers to a broad range of tools, systems and 
applications that use digital information and communication technol-
ogies to perform various tasks and functions. It encompasses hardware, 
software and networks that enable the processing, storage and trans-
mission of digital data. Examples of digital technologies include com-
puters, smartphones, the internet, cloud computing, artificial intelli-
gence, blockchain and the internet of things.12

Emerging technology refers to innovations in the nascent stages 
of development or adoption, often involving advances across or within 
existing technologies with potential for substantial impacts. Emerging 
technologies frequently bring about profound social, institutional or 
economic changes and address challenges like climate change and sus-
tainable development.13 As such they are held up as critical drivers of 
progress. 

Digital innovation involves the use of emerging and integrat-
ed digital technologies to create new products, services and business 
models to enhance efficiency, productivity and competitiveness. Ad-
ditionally, it is situated to address complex global issues, including 
climate change, poverty and inequality and is lauded for its capacity to 
drive new types of economic and social development and to facilitate 
novel forms of communication and collaboration.14  

The fourth industrial revolution. Emerging digital technologies 
and innovations overlap and are noted for their potential to disrupt 
industries, enhance efficiency, improve customer and user experiences, 
and address complex challenges such as climate change and sustainable 
development.15

12	 OECD (2019). 

13	 World Economic Forum (2019a). Global Technology Governance: A Multistakeholder Approach.

14	 World Economic Forum (2019b). Unlocking Technology for the Global Goals.

15	 World Economic Forum. The Fourth Industrial Revolution.
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This narrative – which was popularised in 2016 by Klaus Schwab, the 
founder and executive chair of the World Economic Forum – empha-
sises the role of technology in fundamentally shifting industrial capi-
talism. The narrative was also applied to how emerging technologies, 
such as artificial intelligence, the internet of things, big data, fintech 
and blockchain, could be harnessed to address pressing global environ-
mental, economic and social issues.16 

The legacy of fragmented innovation continued in the siloed approach to 
digital technology for the SDGs and climate solutions, including how the fi-
nancial sector addresses these global challenges.  

Figure 3: Emerging technology for SDG landscape

Source: Foster and Nassiry (2021).

Within the financial sector, the SDGs are predominantly viewed through 
the lens of environmental, social and governance (ESG) factors, which finan-
cial institutions and corporations use to report on climate and sustainability 
practices. ESG frameworks enable investors to evaluate the risk, the sustaina-
bility and ethical impact of investments. Digital innovation in different sectors 
enhances the capacity to address and report on ESG issues and to offer ESG-fo-
cused products. 

16	 World Economic Forum (2019). Globalization 4.0: Shaping a New Global Architecture in the Age of 
the Fourth Industrial Revolution. Available here. 

https://www3.weforum.org/docs/WEF_Globalization_4_0_Consultation.pdf
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4.	 Fintech 
Digital innovations in and related to the financial sector generally fall under the 
umbrella term ‘fintech’ – which is short for financial technology and encom-
passes a wide range of digital innovations transforming the financial sector.17  
These innovations include digital banking, mobile payments, cryptocurrency, 
peer-to-peer lending and robo-advisors, among others.18 Financial entities like 
banks, investment firms, brokerages, lenders, insurance companies and credit 
card companies are embracing digital innovation in solutions aligned with the 
SDGs. These range from green bonds and climate-focused insurance products 
to digital accounts and lending services for underserved populations, including 
support for economic activities such as smallholder farming. 

In addition, fintech includes instruments that address barriers in green in-
vesting and market accessibility together with resource-intensive processes. It 
streamlines issuance, facilitates asset aggregation, offers traceable digital instru-
ments, enables real-time monitoring and AI-driven portfolio management, 
and promotes regulatory cooperation.19 Fintech democratises access to finan-
cial services and empowers individuals and businesses to conduct transactions, 
manage investments and access credit without traditional intermediaries.20  

Fintech further bridges the inclusion gap with innovations like mobile 
money and preloaded cards, enhancing convenience and accessibility. Stable-
coins, community currencies and alternative digital assets further reduce the 
cost barriers associated with financial services.21 Fintech also fosters gender 
equality by providing digital identities and alternative credit scoring models 
that consider non-traditional assets and behaviours, thus empowering women 
economically. Women's engagement in economic activities such as sustaina-
ble farming contributes to achieving multiple SDGs, including climate resil-
ience, sustainable land use and food security. Fintech promotes financial inclu-
sion, reduces poverty, promotes gender equality, stimulates economic growth, 
supports sustainable economic and environmental initiatives and infrastruc-
ture development, reduces inequalities and enhances institutional transparen-
cy.22  

17	 Feyen et al. (2021).  

18	 Ibid.

19	 Foster et al. (2021a). 

20	 Blakstad and Allen (2018).

21	 Sahay et al. (2020). 

22	 Ibid.
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While fintech enhances the capacity of institutions to serve marginalised 
and underserved populations, the digital divide remains a significant chal-
lenge.23 Approximately a billion people globally lack access to mobile phones 
and a third of the global population cannot access the internet, with women 
disproportionately affected.24 Factors such as low population density, conflicts 
impacting communication infrastructure, a lack of electricity, harsh climatic 
conditions and the high cost of data contribute to this digital disparity. Inclu-
sive technology design is imperative to promote economic equity and contrib-
ute to sustainable development on a global scale. 

5.	 Green fintech: the intersection of digital 
innovation, ESG factors and the SDGs
In the dynamic world of fintech, the concept of green fintech has emerged as 
a subcategory encompassing digital technology and innovation focused on 
enabling environmental, social and governance (ESG) considerations in finan-
cial decision-making and advancing broader SDG solutions.  

The Green Digital Finance Alliance (GDFA) has identified three waves of 
green fintech innovation.25 The first wave involves digitising existing financial 
products and services to enhance inclusivity and accessibility. The second wave 
focuses on leveraging data to create innovative financial products, such as pro-
grammable utility tokens and fractional ownership of assets, with sustainabil-
ity objectives. The third wave centres on using data and digital capabilities to 
develop entirely new financial products aligned with sustainability goals, while 
also improving the efficiency and reliability of existing green financial products. 
These solutions encompass digital platforms for green investment, carbon off-
setting, sustainable supply chain management and energy-efficient financing 
with additional SDG impacts.

Green fintech has evolved from promoting sustainability in the financial 
sector to a range of activities, including climate risk assessment tools, advances 
in monitoring, reporting and verification of investment impacts, and directly 
unlocking funding for sustainability projects. It represents a promising area for 
innovation and investment, fostering new business opportunities and mobilis-
ing private capital for sustainable development goals.26  

23	 Foster et al. (2021a).

24	 Ibid.

25	 Green Digital Finance Alliance (2022).

26	 Green Digital Finance Alliance (2022).
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According to GDFA, green fintech refers to financial technology solu-
tions that support sustainable development.27 GDFA delineates eight catego-
ries of green fintech solutions that combine financial innovation, digital tech-
nology and sustainability principles to support the transition to a low-carbon 
economy. Green fintech solutions can encourage green financing, responsible 
investment, environmental risk management and sustainable consumption. 
GDFA also highlights the importance of the databases utilised by each category 
and categorises them in four primary types: earth observation data; self-re-
ported asset data through the IoT; registry and company data; and science and 
policy databases. These distinctions help underscore the crucial role of data in 
shaping and advancing the green fintech landscape.

6.	 Green Fintech Classification

 

Figure 4

Source: Green Digital Finance Alliance (2022).

This categorisation was originally developed by GDFA in the context of the 
Swiss ecosystem with an intention for it to be globally applicable. However, it is 
essential to leverage it in a descriptive rather than prescriptive manner as green 
fintech is evolving to encompass additional contextual iterations and impacts 
across the SDGs, including those outlined in the fintech section. 

7.	 Challenges, risks and recommendations
While the integration of digital products in finance holds significant promise 
for the SDGs and the climate agenda, it also presents several challenges and 
risks that need careful consideration. A notable overarching challenge is to 
develop innovation in separate silos, encompassing technology for financial in-

27	  Ibid.
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novation, green and climate innovation, and broader SDG initiatives ranging 
from economic development to gender inclusion. Bridging these divides and 
aligning on terminology, capacity and data needs is essential to effectively 
leverage technology to address the climate and SDG agenda. This requires an 
integrative approach that entails not only technological solutions but also col-
laborative efforts across industries and sectors to maximise impact.

Figure 5: Green Fintech: Convergence of Digital Innovation Silos

Source: the author (2023)

The global nature of digital finance intertwined with the involvement of 
multinational corporations amplifies the complexity of cross-border coordina-
tion in regulatory oversight, taxation and data sharing, given the diversity of 
regulatory environments.28 In addition to these overarching concerns, specific 
challenges spanning technical, ethical and regulatory dimensions warrant 
further examination. 

28	 Foster et al. (2021a).
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The digital divide is a persistent challenge, with a significant proportion 
of the global population lacking access to technology and the internet. If not 
approached thoughtfully, digital innovation can exacerbate existing inequali-
ties further hindering digital finance solutions reaching vulnerable and un-
derserved populations.29 Ensuring that fintech and green fintech solutions are 
accessible and beneficial to all, including marginalised groups and developing 
economies, is crucial to drive sustainable and equitable growth. 

Governments and international organisations should prioritise bridging 
the digital divide through infrastructure investment, digital literacy promo-
tion, affordable technology and internet access to enable underserved popu-
lations to benefit from digital financial services and to foster inclusive growth. 
Furthermore, governments should promote and encourage green fintech inno-
vation and development through incentives, grants and partnerships to drive 
green investments and sustainable development.

Expanding access means expanding reliance on digital platforms, which in-
troduces new dynamics and risks. The extensive generation of data by digital 
platforms and services raises significant data privacy and security concerns. 
Ethical questions related to consent, data ownership and the potential for 
biased algorithms are especially pertinent in developing countries as access 
expands and the collection and utilisation of user data grows.30 Ethical consid-
erations in data and AI usage must be addressed through regulatory guidelines 
emphasising algorithmic transparency and bias mitigation and enhancing data 
literacy. 

With expanded access, cross border integration and amplified data genera-
tion, the potential for cyber attacks, technical glitches, and operational disrup-
tions also increases. This increases the risk of potential negative system impacts 
and risks for individuals if not adequately managed. Protecting individuals' 
sensitive financial and personal information is paramount to maintain trust 
in these systems.31 Governments and regulatory bodies should enforce robust 
data protection, cybersecurity regulations and capacity building, empower in-
dividuals with data ownership rights and promote transparency in data usage. 

29	 Foster et al. (2021b).

30	 Foster et al. (2021a).

31	 Foster et al. (2021b).
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Another pressing issue relates to the growing demand for sustainable fi-
nancial products, which carries an inherent risk of ‘greenwashing,’ in which 
products are inadequately vetted or measured, potentially undermining the 
overall credibility of green financial initiatives. This challenge accentuates the 
importance of establishing clear standards and transparency in sustainable 
finance. Collaboration among financial institutions, governments and interna-
tional bodies is essential to set clear criteria for sustainable financial products to 
ensure reliable information for consumers. Cross-border cooperation is vital to 
ensure consistent and fair market practices. 

"The future is digital, defining how we will live, work and interact with 
each other. Whether technology becomes an empowering force for 
good or a sower of more division and exclusion will depend on the 
choices we make now." Achim Steiner, UNDP Administrator during 
his address at the First Regular Session of the UNDP Executive Board 
2023.

Balancing data-driven innovation and ethical and governance considera-
tions remains a formidable challenge in this evolving multifaceted landscape. 
Regulatory authorities should adopt agile approaches that keep pace with tech-
nological advances while striking a balance between fostering innovation and 
safeguarding individual data and interests. Moreover, it is essential to include 
diverse stakeholders – civil society, NGOs, academia, industry and govern-
ments – to ensure a more inclusive design not only for governance frame-
works but also agile support mechanisms. Mechanisms to enable continual 
learning and adaptation, such as ongoing assessment, review and adjustment 
of policies, are also imperative to enable regulator capabilities and governance 
in the rapidly evolving digital finance landscape. Addressing these multifaceted 
challenges necessitates a collective capacity building effort. 

8.	 Conclusion
The convergence of digital technology and finance offers unprecedented po-
tential to drive sustainable development and transform economies. Digital in-
novation has augmented efficiencies and services, has presented opportuni-
ties to address ESG issues in the financial sector and has unlocked innovation 
pathways to address and finance climate goals and the SDGs. In so doing, it has, 
however, introduced new challenges that necessitate careful consideration and 
responsive and collaborative governance. 
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The journey toward leveraging digital innovation – green fintech – for the 
SDGs holds promise but brings additional complexity. As technology evolves, 
policymakers, industry players and international organisations must collabo-
rate to harness the benefits of digital innovation while mitigating risks, includ-
ing those not covered by conventional policy and measurement frameworks. 
Fostering an innovation ecosystem that upholds ethical standards, respects data 
privacy and remains committed to sustainability principles is essential to the 
journey.   

Enhancing regulator capabilities, fostering innovation, promoting finan-
cial inclusion and helping navigate the challenges and opportunities of digital 
finance are essential to leverage green fintech and ensure equitable and sustain-
able outcomes in a increasingly interconnected digital finance landscape. By 
establishing robust yet agile regulatory mechanisms, encouraging responsible 
and collaborative innovation and prioritising financial services aligned with the 
SDGs, governments and stakeholders can shape a future in which green fintech 
contributes to a more sustainable and inclusive global economy. 
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1.	 What is SupTech and how the concept 
emerged and evolved in the context  
of financial services
SupTech, short for supervisory technology, refers to the use of digital tools and 
solutions by regulators and supervisors with the aim of enhancing the effec-
tiveness and efficiency of their supervisory activities in the financial industry. 
These SupTech solutions encompass a wide range of innovative technolo-
gies, including big data analytics, artificial intelligence (AI), machine learning 
(ML), natural language processing (NLP), cloud computing, application pro-
gramming interfaces (APIs) and even natural language generation (NLG) and 
distributed ledger technology (DLT). These technologies are used to support 
various regulatory and supervisory activities that increasingly require to process 
and analyse large amounts of data. 

SupTech covers a variety of activities ranging from simple digitalisation and 

1	 The content of this chapter reflects the opinions of the individual authors and does not necessarily 
reflect the views of ESMA.



Section 3. Risks and Opportunities 121

automation of internal administrative supervisory processes and interactions 
with supervised entities to crucial supervisory core activities. These core ac-
tivities include data collection and analysis, market surveillance, anomaly de-
tection, identification of suspicious activities, regulatory reporting and trans-
parency, risk assessment, stress testing, systemic risk analysis, enforcement 
and handling complaints. Through automation, real-time data analysis and 
anomaly and pattern detection, SupTech assists regulatory authorities in iden-
tifying potential risks, detecting fraudulent activities and ensuring compliance 
in a more timely, accurate and cost-effective manner. 

Overall, SupTech aims to enhance the quality of financial regulation and 
oversight, reduce regulatory burdens and costs, and increase transparency and 
trust in the financial system.2 

The term ‘SupTech’ has emerged relatively recently in the context of finan-
cial regulation and supervisory practices and has gained prominence in the past 
decade. It evolved as an extension of the broader ‘fintech’ (financial technolo-
gy) concept, specifically identifying the adoption of technology by supervisory 
authorities, which have increasingly transformed their oversight processes in 
the industry.

This transformation has been driven by various factors on the demand and 
supply sides. On the demand side there has been an increase in the volume and 
complexity of regulations developed in response to the 2008 financial crisis. 
This has necessitated the adoption of technology to effectively navigate and 
enforce compliance with these regulations. In addition, there has been a shift 
towards more data-driven supervisory processes, requiring larger amounts of 
data with greater granularity. Furthermore, there is an ongoing drive for effi-
ciencies and cost reduction in supervisory activities, which has prompted the 
exploration and implementation of SupTech solutions.

On the supply side there have been significant technological advances in 
areas such as AI, big data analytics, cloud computing and ML. These advances 
have provided the necessary tools and infrastructure to support the develop-
ment and deployment of SupTech solutions. Moreover, the growing availabil-
ity of extensive volumes of financial data, both structured and unstructured, 
has offered regulators and supervisors a wealth of information for analysis and 
decision-making. Finally, the decreased costs of ICT software and hardware, 

2	 Note that the concept of SupTech is often closely associated with RegTech, or regulatory technol-
ogy, which focuses on the use of technologies by regulated entities to meet regulatory requirements 
and enhance compliance processes. SupTech and RegTech are interconnected as they both aim to 
leverage technology to enhance regulatory processes and achieve regulatory objectives. The focus of 
this chapter is on SupTech and how it helps enhance supervisory tasks. The following chapter in the 
e-book discusses RegTech.
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computing power and storage have made it more affordable for regulatory au-
thorities to adopt and leverage SupTech solutions. 

These demand and supply drivers, coupled with recognition of the benefits 
offered by SupTech, have played a pivotal role in its development and adoption 
by regulatory authorities and supervisors.

Developments related to data in regulatory and supervisory practices 
have been instrumental in the emergence of SupTech. The availability of vast 
amounts of data, combined with advancements in data analytics and process-
ing capabilities, has unlocked new possibilities for regulators and supervisors 
to leverage technology for enhanced oversight. Improved abilities to collect, 
store, manage and analyse data have served as catalysts for the development of 
SupTech solutions specifically designed to address critical tasks such as risk as-
sessment, monitoring and compliance oversight. Data has such significance in 
SupTech that experts often identify two primary areas of SupTech application: 
data collection and data analysis. 

While the use of technology in supervision is not new, and supervisory au-
thorities have employed various solutions over the years to improve the effi-
ciency of their processes and activities, the emergence of the SupTech concept 
marks a significant shift from the manual and fragmented approaches of data 
management and supervision to more automated, streamlined, faster and 
smarter supervisory processes.

Since around 2017, international standard-setting organisations such as 
the BIS, FSB, IMF, OECD and the World Bank have begun to operate with 
the term ‘SupTech’ while acknowledging and promoting its significance in 
strengthening supervisory practices. Reports and publications from these or-
ganisations3 have highlighted the potential of SupTech to enhance data collec-
tion, analysis, risk monitoring and compliance oversight.

At the EU level, one of the first strategic documents that recognised the 
importance of technology in supporting better public services was the Digital 
Single Market Strategy for Europe, published in 2015.4 Later in 2018, the 
European Commission adopted a FinTech Action Plan5 outlining the ways to 
harness the opportunities presented by technology-enabled innovation in fi-
nancial services. It emphasised a need to raise the level of regulatory and super-
visory capacity and knowledge about new technologies. 

3	 See for example BIS (2018), World Bank (2018), Lagarde (2018), FSB (2020), Denis (2021) and 
OECD (2021).

4	 See EC (2015) COM(2015) 192 final.

5	 See EC (2018) COM(2018) 109 final.
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The Fintech Action Plan also called for the creation of an expert group to 
assess the presence of regulatory obstacles to financial innovation in the finan-
cial service regulatory framework. In 2019, the expert group on Regulatory 
Obstacles to Financial Innovation (ROFIEG) produced a report6 discussing 
emerging opportunities for SupTech for the first time. The report called for 
support for advanced SupTech adoption by the financial sector, including en-
hancement of standardisation, use of a machine-readable common language 
and interoperability enabling the development of SupTech.

More recently, the EU Digital Finance Strategy,7 published by the European 
Commission in September 2020, further developed the ideas of the FinTech 
Action Plan and set priorities to embrace digital finance for the benefit of con-
sumers and businesses while mitigating the risks posed by the digital transfor-
mation. The Strategy defined SupTech as “a sub-set of FinTech that uses in-
novative technology to support supervision. It helps supervisory authorities 
to digitise reporting and regulatory processes.”8 Moreover, the strategy an-
nounced that the EU will aim to put in place the necessary conditions by 2024 
to enable the use of innovative technologies, including RegTech and SupTech 
tools, for supervisory reporting by regulated entities and supervision by au-
thorities. It stressed the importance of promoting data sharing between super-
visory authorities. 

Another prominent document that employs and promotes the concept of 
SupTech in EU financial services is the Supervisory Data Strategy adopted in 
2021.9 It refers to SupTech as one of the tools to modernise EU supervisory re-
porting and put in place a system that delivers accurate, consistent and timely 
data to supervisory authorities at the EU and national levels while minimising 
the aggregate reporting burden for all relevant parties.

In the context of national experiences with SupTech in Europe, there is 
a noticeable increase in SupTech activities by national competent authorities 
(NCAs). These activities predominantly revolve around data analysis, data 
visualisation, knowledge management with the use of ML and NLP tools. 
Conduct supervision, consumer protection and market abuse are among the 
most common areas of application of SupTech. Supervisors are also mindful 
of possible uses of SupTech tools across the entire data lifecycle, covering func-

6	 EC (2019).

7	 See EC (2020) COM(2020) 591 final.

8	 Ibid., p.13.

9	 See EC (2021) COM(2021) 798 final.
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tions like data validation, conducting plausibility checks and data processing. 
Overall, efficiency and effectiveness are considered the most evident benefits of 
SupTech.

However, several substantial challenges impede broader development and 
adoption of SupTech solutions by NCAs. These challenges mainly involve data 
quality and resource limitations, including skill shortages and resource avail-
ability. Additionally, there are challenges related to ensuring transparency in 
supervisory decision-making processes, technological complexity, preparing all 
stakeholders involved in the supervisory process for the integration of SupTech 
and complying with the provisions of the General Data Protection Regulation 
(GDPR). 

Regarding the evolution of the SupTech concept and the development 
and uptake of SupTech tools in Europe, it is important to discuss the role of 
the European Supervisory Authorities (ESAs): the European Banking Au-
thority (EBA), the European Insurance and Occupational Pensions Author-
ity (EIOPA) and the European Securities and Markets Authority (ESMA), 
which have all recognised the importance of technology in enhancing super-
visory practices and have actively promoted the adoption of SupTech in the 
European Union.

2.	 The ESAs’ adoption and promotion  
of SupTech tools 
The ESAs are the European-level financial regulators responsible for oversee-
ing the banking, insurance and securities market sectors. Recognising the im-
portance of technology in enhancing supervisory and regulatory practices, the 
ESAs have approached the realm of SupTech from three distinct yet intercon-
nected directions. 

First, the ESAs actively monitor developments in SupTech, as they do with 
other technologies and financial innovations. This ongoing monitoring allows 
them to ensure comprehensive understanding, identification and mitigation 
of risks associated with technological innovation in the finance industry. By 
conducting targeted surveys, exchanging information with industry stakehold-
ers, academics, retail investor associations, fintechs, competent authorities and 
other EU and international organisations, the ESAs can identify emerging risks 
and provide guidance on areas where further work by European or national au-
thorities may be necessary. For instance, ESMA has been monitoring and ana-
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lysing SupTech's implications for securities markets and has published several 
analytical pieces on the topic.10  

Second, the ESAs have made significant progress in transforming their own 
supervisory practices and processes to enhance efficiency through the adoption 
of SupTech tools. For example, ESMA has developed text-processing tools and 
employed NLP techniques and text-mining methods to support supervisory 
assessments. ESMA experts have also used data analytics techniques on large 
datasets, including AI/ML tools, to tackle various analytical challenges and have 
implemented machine learning-based systems for identifying abnormal data 
patterns. A case study of one of ESMA’s NLP projects is provided in chapter 
6 of this Section of the e-book. Other ESAs have also experimented with some 
of the new technologies and their application in supervision, like a social media 
monitoring tool which employs NLP technologies to assess market sentiment.

Last, the ESAs play a crucial role in actively promoting and facilitating 
supervisory convergence among national supervisory authorities, with an in-
creasing focus on the use of digital technologies and SupTech tools. The ESAs 
support the adoption of SupTech by national authorities through exchanging 
knowledge and experience, sharing best practices, undertaking joint projects 
and fostering the development of skills and expertise. The ESAs have organ-
ised workshops, conferences and working groups to promote dialogue and 
exchange best practices. Moreover, the ESAs are actively exploring the poten-
tial for developing supervisory tools at their central level and ensuring their ac-
cessibility by national authorities. By fostering collaboration, the ESAs aim to 
create a supportive ecosystem for the development and adoption of SupTech 
tools across Europe.

10	 See ESMA (2019b), ESMA (2021a), ESMA (2021b) and ESMA (2022a).
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Some ESAs have enshrined their SupTech-related objectives in their strate-
gic documents. For example, in 2020 EIOPA adopted a SupTech Strategy11 that 
explained the concept of SupTech, analysed then-existing SupTech practices at 
EIOPA and in national authorities and set up priorities for further SupTech 
projects. These priorities focused on promoting the exchange of knowledge 
and experiences between NCAs and with EIOPA and even sharing code/algo-
rithms. The strategy also emphasised a need for improved data collection and 
analytics. 

ESMA, in turn, has adopted a Data Strategy for 2023-202812 with the 
ambition for ESMA to become a reference point on RegTech/SupTech for 
NCAs, international regulatory and supervisory authorities, and the broader 
financial sector. The strategy sets an objective to use RegTech and SupTech 
solutions to consolidate and analyse multiple sources of data, including un-
structured data, to make the use of data more effective and efficient.

The ESAs' proactive approach to SupTech has paved the way to a better 
understanding of its benefits and challenges, also by national authorities. By 
actively monitoring SupTech developments and promoting supervisory con-
vergence, the ESAs ensure a comprehensive view of the associated risks and 
provide guidance to European and national authorities. In the next paragraph, 
we provide an overview of the benefits and challenges involved in SupTech 
adoption, building on ESMA’s experience.

3.	 NLP adoption by ESMA: benefits  
and challenges
As discussed in the previous paragraph, in recent years the ESAs have adopted 
some SupTech solutions applicable to their own supervisory practices and 
processes. Notably, ESMA has adopted NLP-based tools in several analytical 
projects related to supervision, market monitoring and risk analysis. Several 
key projects are briefly described below to exemplify the trend, focusing both 
on the advantages found and the challenges encountered in this technological 
transition.

11	 EIOPA (2020).

12	 ESMA (2023a).
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In the first pilot project conducted in 2020, ESMA analysts applied NLP 
techniques to a dataset of over 54,000 key information documents (KIDs).13 
The aim of the exercise was to illustrate how NLP tools can assist supervisors 
in extracting pertinent information from a large set of regulatory documents. 
NLP tools provide new possibilities and measures for regulatory compliance 
assessment, enhanced risk analyses and decision-making and, ultimately, rein-
forced investor protection.14 The use of NLP in this project allowed a diverse 
range of insights from the PRIIPs KIDs to be extracted (e.g. certain words or 
phrases, cost-related figures, simulated returns under different performance 
scenarios, summary risk indicators) that then enabled measurement of the 
completeness and complexity of the KIDs and conducting sentiment analysis. 
In fact, the information extracted from the texts was transformed into data for 
statistical analysis allowing trends and patterns to be identified. 

While the benefits of NLP deployment in KID-related supervisory, ana-
lytical and policy tasks were clearly illustrated by this project, certain techni-
cal challenges were also evidenced. The first challenge relates to the structural 
format of the documents subjected to natural language processing. KIDs are 
almost always only provided in PDF format, necessitating conversion into ma-
chine-readable formats for NLP operations. The conversion process is lengthy, 
prone to error and may alter the outcome of the analysis. Undertaking this 
supplementary conversion task, which could be avoided if issuers generated 
KIDs in open document format, further revealed the importance of fostering 
the production of regulatory documentation – by both regulators and market 
participants – in a machine-readable format. This would allow further uptake 
of NLP and other SupTech tools, in line with the overarching trend towards 
digitisation.15 

Another technical challenge revealed by the project consisted in the design 
and calibration of an algorithm capable of comprehensively addressing differ-
ences across documents written in multiple languages and styles to mitigate po-
tential biases. This exercise, often involving expert judgment to extract objec-

13	 KIDs are produced under the Packaged Retail Investment and Insurance-Based Products (PRIIPs) 
Regulation with the purpose of informing retail investors when they are considering purchasing a 
PRIIP.

14	 See ESMA (2021b).

15	 A noteworthy development in this regard are the provisions of the recently adopted Regulation (EU) 
2023/1114 , which require making crypto-asset white papers [art.6(10), art.19(9), art.51(9)] and 
some information published by crypto-asset service providers [art. 68(7)] available in machine reada-
ble format.
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tive information from texts, further stressed the significance of human review 
and oversight in the presence of technology-facilitated processes. NLP tech-
niques can support supervisors and provide complementary tools but should 
not replace human decision-making. It also highlighted the importance of 
relying on algorithms that are interpretable and can be reviewed in each step.

In 2022, ESMA conducted a similar project with the use of NLP tech-
niques, focusing on prospectuses issued for securities like shares and bonds, 
and on how these prospectuses comply with the requirements of the EU Pro-
spectus Regulation.16 The exercise involved evaluating 593,000 pages of text 
(over 3,000 prospectuses) to create a comprehensive snapshot of the prospec-
tuses considered and determine whether issuers across the EU are meeting the 
expectations of the legislators who designed the Prospectus Regulation. NLP 
techniques spotlighted shortcomings in the quality of information in prospec-
tuses (e.g. broken hyperlinks, repetition, imprecise risk factors) and showed that 
longer prospectuses contribute to a greater divergence among rating agency as-
sessments of credit risk. The study once again underscored the effectiveness 
of text-mining as a supervisory technology tool. Similar to the PRIIPs KIDs 
project, challenges were encountered in this study. First, constraints related 
to the PDF format of the documents submitted to the Prospectus Register 
affected text-mining. Second, biases needed to be mitigated when designing 
an algorithm and making choices of linguistic metrics, terms and analytical 
criteria. This challenge was addressed with increased transparency about the 
criteria selected and enhanced interpretability.

In 2022 and 2023, ESMA conducted two more projects leveraging NLP 
and focusing on environmental, social and governance (ESG) topics. In one 
of the projects ESMA experts applied NLP techniques to a dataset of over 
64,000 press releases produced by credit-rating agencies (CRAs) to assess how 
they disclose information about the integration of ESG factors in their credit 
ratings.17 The results of this assessment informed ESMA’s work in the area of 
CRA supervision and risk analysis, revealing significant divergencies in CRA 
disclosures in terms of both CRA and ESG factors despite the fact that the 
overall level of ESG disclosures in CRA press releases has increased since the 
introduction of the 2019 ESMA Guidelines.18 Once again, the study demon-
strated that text-mining can extract information relevant for regulators from 

16	 See ESMA (2022b).

17	 See ESMA (2022a).

18	 See ESMA (2019a).
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large texts and documents that would otherwise have been intractable. The 
familiar challenges of document format transformation persisted, emphasising 
the need for machine-readable documents.

A more recent ESMA undertaking focused on assessing ESG names and 
claims in the EU investment fund industry with the aim of identifying and ad-
dressing risks of ‘greenwashing.’19 In this project NLP techniques were applied 
to a novel dataset with historical information on 36,000 funds, including reg-
ulatory documentation and marketing material. This exercise allowed evolving 
fund practices to be assessed and concluded that funds increasingly use ESG-re-
lated language in their names; that funds with ESG-related language in their 
name provide more extensive ESG disclosures and that funds sold to retail in-
vestors are associated with more extensive ESG language in key investor infor-
mation documents (KIIDs)/KIDs compared with funds sold to institutional 
investors. In this project ESMA experts conducted the largest sustainability-re-
lated NLP assessment of EU fund documentation to date. The project further 
demonstrated that NLP-based tools have the potential to greatly assist effective 
supervision across the EU and more specifically can help recognise and counter 
the risks of ‘greenwashing.’

4.	 Conclusions 
SupTech is a crucial advance in the finance industry leveraging innovative tech-
nologies to enhance regulatory and supervisory activities. Its evolution has 
been driven by the increasing complexity of regulations, data-driven processes 
and the pursuit of efficiency and cost reduction in supervisory activities.
The emergence of SupTech represents a shift from manual and fragmented 
approaches to more automated, streamlined and efficient supervisory process-
es. International organisations, EU institutions and national supervisors have 
recognised the potential and significance of SupTech to strengthen supervisory 
practices.

The ESAs have made significant progress in monitoring and promoting 
convergence in national SupTech-related practices while transforming their 
own supervisory processes to enhance efficiency by adopting SupTech tools. 

ESMA's experience in adopting NLP technology provides a clear illustra-
tion of both the advantages and challenges associated with SupTech for regu-
lators and supervisors. It has enhanced supervisory, analytical and policy ac-
tivities by extracting insights from large volumes of unstructured data. This 

19	 See ESMA (2023b).
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experience has also highlighted challenges related to document formats, algo-
rithm design and human oversight.

In conclusion, SupTech offers immense potential for regulators and super-
visors to improve the quality of financial regulation and oversight, reduce costs 
and enhance efficiency and effectiveness. As technology continues to advance, 
addressing challenges related to data access and quality, format, interpretability, 
skills and algorithmic transparency will be crucial to fully harness the benefits 
of SupTech.
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4. 	 RegTech1

Maha Abbassi  
Policy Expert at European Banking Authority

1.	 RegTech: definition and growth 
trajectory 
RegTech is defined as “any range of applications of technology‐enabled inno-
vation for regulatory compliance and reporting requirements implemented by 
a regulated institution, with or without the assistance of a RegTech provider.”2  
It differs from SupTech, which is the use of technology-enabled innovation by 
supervisors or for supervisory purposes.

The term ‘RegTech’ seems to have been used for the first time around 2015. 
However, the technology and its applications can be retraced back to before 
that, and it gained more attention after the financial crisis when financial in-
stitutions started tackling additional regulatory requirements. The need to 
leverage technological solutions has also been exacerbated as supervisors have 
become increasingly data-driven.

The most widespread areas of RegTech applications are anti-money laun-
dering and countering the financing of terrorism (AML/CFT) [including 
know-your-customer (KYC), and transaction monitoring], fraud monitoring 
and prevention, regulatory reporting, information and communication tech-
nology (ICT), identity management, cybersecurity, and environmental, social 
and governance (ESG)-related fields. 

1	 This chapter is based on presentations and discussions during the EU-SDFA RegTech workshop 
organised by the EBA and on publicly available information. The views expressed here are those of 
the author and do not necessarily reflect those of the EBA.

2	 As defined in EBA (2021).
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RegTech enhances compliance in these areas using various techniques and 
technologies, such as machine learning (ML) and artificial intelligence (AI), 
robotic process automation (RPA), big data and analytics, blockchain and 
cryptography. Cloudification and new-generation data and software architec-
tures are also considered among these techniques. There are, however, many 
other emerging technologies and techniques.

There are two main categories of added value of these applications: (i) mod-
ernisation, automation and streamlining of business processes that lead to ef-
ficiency and cost reduction, including through reducing error rates, achiev-
ing the same results with better tools and at a lower cost; and (ii) enhancing 
risk management with new insights, and in this case the results are augmented 
using technology and potentially enhanced customer experience as a result of 
prior optimisations.

It is to be noted that the needs and interests of institutions and the risks 
they are exposed to can differ depending on their characteristics, for example 
between a large global systemically important institution or a small local finan-
cial institution.

RegTech companies have a growth curve parallel to that of fintechs gen-
erally but with some lag. According to market studies, the global revenue of 
RegTech providers was 7 billion euros in 2021 and it is projected to increase 
to 20 billion euros by 2027.3 Global investment in RegTechs grew from 3.4 
billion euros in 2017 to 10.7 billion euros in 2022. 

Despite a slowdown in 2022, the adoption of RegTech is increasing 
overall,4 and there is an increasing appetite for RegTech solutions among the 
financial industry. In terms of geographical distribution, the European region 
hosts close to 40% of RegTech providers, right behind North America, which 
is home to over 45%.

2.	 Examples of RegTech applications 
RegTech solutions cover a variety of fields, some of which are presented below.5 
At the EU level, in 2021, the EBA published a RegTech6 report describing the 
RegTech landscape in the EU. It tackled on several of the applications (men-
tioned here) in greater detail.

3	 See KPMG (2023).

4	 See Thomson Reuters (2023).

5	 Based on EBA (2021) and Deloitte RegTech landscape available here.

6	 See EBA (2021).

https://www2.deloitte.com/lu/en/pages/technology/articles/regtech-companies-compliance.html
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Requirements7 that the considered RegTech solutions help to meet include 
the Anti-Money Laundering Directive8 (AMLD), with a particular focus on the 
customer due diligence (CDD) requirements. For instance, according to this 
Directive, financial and other (obliged) entities need to ascertain the identity 
of their customers and verify it using reliable and independent sources or they 
need to identify the customer’s beneficial owner. Additionally, such obliged 
entities must evaluate and gather information on the purpose and intended 
nature of the business relationship and monitor it continually, including trans-
action monitoring and updating the underlying information.

The requirements mentioned also include various reporting requirements 
mandated by the Capital Requirements Regulation9 (CRR) and the Mortgage 
Credit Directive10 (MCD), which specify, among other things, an obligation 
to assess the borrower's creditworthiness. Furthermore, the applications refer 
to several guidelines, such as EBA guidelines on loan origination and monitor-
ing,11 EBA guidelines on the use of remote customer onboarding solutions12 
and EBA guidelines on ICT and security risk management.13 

2.1	 Regulatory reporting

RegTech solutions help to enhance regulatory reporting by streamlining it and 
combining it with analytical capabilities. There are multiple aspects of these 
efforts. In the past, reporting used to be a file-based process, often requiring 
manual interventions. While the process is still mainly file-based, the first step 
to reduce costs is automatically generating and validating these files. It is ad-
vantageous to separate the software that builds the expected report format and 
runs validation rules from the core systems that generate the data used in the re-
porting. In this way, the core data can serve multiple purposes, such as risk man-
agement and other internal matters. Checking the data once for all purposes 
can help focus staff efforts on economic objectives. Furthermore, managing 
reports separately can provide flexibility in reporting formats and calendars. 

7	 For a complete overview, refer to EBA (2021).

8	 See Directive (EU) 2015/849.

9	 See Regulation (EU) No 575/2013.

10	 See Directive 2014/17/EU.

11	 See EBA (2020).

12	 See EBA (2022).

13	 See EBA (2019).
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RegTech reporting solutions also map the source data to a data model that can 
later be used to generate various required reports. Additionally, these solutions 
can include data aggregation features. They are often augmented with analyti-
cal capabilities, including integrated visualisation tools, which can be useful for 
internal risk management purposes.

2.2	 Anti-money laundering applications

Many RegTech solutions exist to help address the obligations of credit and 
financial institutions regarding identification and verification processes 
[commonly referred to as know-your-customer (KYC)]. Specifically, the rise of 
online banking, notably during the Covid-19 pandemic, has increased the need 
for reliable, compliant and swift procedures for remote onboarding of custom-
ers. Regarding verification, these solutions are mainly provided through third 
parties that obtain information from open-source intelligence (OSINT), or 
their partners such as electricity companies and postal services, to verify ad-
dresses. In addition, automatic image processing, optical character reading 
(OCR) and machine learning are some of the technologies used to recognise 
facial patterns and compare them to the identity documents provided. Other 
techniques include biometrics and geographical localisation data. In addition, 
machine learning algorithms detect fraud by leveraging various collected data 
sets. Finally, these techniques are also used for initial and continual customer 
risk assessment, including screening for politically exposed persons (PEPs).

Another use in the area of AML/CFT is transaction monitoring, as credit 
and financial institutions have to assess the risk of their customers and the ML/
TF risk associated with their activities. Transaction monitoring is historical-
ly rule-based. However, it leads to a large number of false positives. RegTech 
solutions can help provide alternative methods to identify suspicious transac-
tions which are model-based, using AI/ML, for instance. They also offer au-
tomated solutions for sanctions’ screening and watchlist filtering. In particu-
lar, machine learning techniques combined with graph or network analysis can 
yield results with lower false positive rates, thus reducing the workload for com-
pliance analysts.
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2.3	 Creditworthiness assessment

In some cases, it is now possible for loans to be granted in a few minutes thanks 
to automatic creditworthiness assessments. These assessments rely on RegTech 
solutions that harness the power of machine learning, artificial intelligence, 
cloud computing and real-time analytics. The revised Payment Services Direc-
tive14 (PSD2) made it easier for credit institutions to access transaction data, 
which is used alongside publicly available data to model consumer habits. It is 
to be noted that financial institutions that provided feedback for EBA RegTech 
report stated that they do not use social media information for these assess-
ments due to reputational risks.

2.4	 Compliance matters related to crypto-assets

With the advent of blockchain, solutions that specialise in supporting financial 
institutions and cryptocurrency businesses in their compliance with regulatory 
requirements are becoming more available. They offer various services, includ-
ing on-chain transaction monitoring, KYC, fraud detection and prevention, 
risk assessment of analysed entities and sanctions’ monitoring. Some of these 
solutions also provide government agencies with investigation and forensics 
tools. The technologies used include blockchain analytics, artificial intelligence 
and machine learning.

2.5	 Other examples

There are several other types of solutions, for instance ICT risk and cyber-secu-
rity management solutions, sustainability disclosures, regulatory watch, com-
pliance-as-a-service solutions for the management of compliance documents 
and processes, privacy management [related to the General Data Protection 
Regulation (GDPR)] solutions, legal text search engines, regulatory co-pilots 
and adverse media scanning tools.

3.	 Associated risks
From the perspective of supervisors, it is important to recognise the benefits 
of RegTech solutions while also being diligent in identifying potential risks. 
For instance, reporting solutions may be used by financial institutions (FIs) to 

14	 See Directive (EU) 2015/2366.
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avoid taking responsibility for ensuring high-quality data is reported to author-
ities, which would go against BCBS 239 principles.15 Therefore, RegTech pro-
viders should be fully transparent about the controls they implement so that 
FIs can explain them to supervisors.

A concentration of risk on the side of solution providers is another concern. 
If only a few major players emerge, many financial entities can become suscep-
tible to the same operational risks. In addition, business continuity risks need 
to be adequately managed. Legal and reputational risks can arise from fraudu-
lent activities or processing of illegal funds due to non-compliant AML/CFT 
solutions. 

New technologies may also introduce additional ICT risks such as unau-
thorised access to data through cloud-based analytical systems. It is crucial to 
have robust safety measures in place to protect against cyber threats. Another 
concern is possible consequences of outdated software and data. 

Furthermore, if RegTech solutions fail to comply with data protection and 
privacy regulations, it could lead to legal and reputational risks for FIs. Data 
breaches or a lack of consumer consent could cause harm to consumers. More 
clarity may be needed regarding the data protection controls of RegTech pro-
viders, including data storage locations and monitoring responsibilities.

4.	 Challenges in RegTech development
Despite the interest in the value proposition and the diversity of use cases, 
several barriers to RegTech development have been identified by both RegTech 
vendors and financial institutions.

4.1	 Barriers to business development from  
the perspective of RegTech providers

Compared to fintechs, RegTech have limited access to funding, venture capital 
and joint ventures.

Difficulty with sales could arise from compliance being a sensitive domain 
for financial institutions. RegTech startups are expected to provide perfect 
products from the start as their clients are expected to be fully compliant. Fi-
nancial institutions would not be satisfied with a minimal viable product 
(MVP) that only partially addresses a given compliance matter, just as a super-

15	 See BCBS (2013) and ECB (2023) European Central Bank. Guide for effective risk data aggregation 
and risk reporting. (Public consultation draft). Available here.

https://www.bankingsupervision.europa.eu/press/pr/date/2023/html/ssm.pr230724~d8dd3ad9ad.en.html
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visor would not be satisfied with partial compliance of a financial institution. 
In comparison, an MVP can focus on one feature and augment the solution 
incrementally for other types of fintech products unrelated to regulatory re-
quirements. However, this concern only applies if the RegTech solution aims 
to completely replace a given compliance software in the financial institution. 
Using these RegTech solutions as complements rather than complete replace-
ments for existing systems is always possible.

In addition, several factors can erode the potential for profit and sub-
sequently limit access to funding. Staff require specialised skills, resulting in 
higher costs, particularly for marketing and sales staff. In addition, sales cycles 
and procurement processes are very long, which leads to higher customer ac-
quisition cost. At the product level, differences between national regulations 
make it challenging to scale and expand the client base. 

RegTech providers also highlighted that financial institutions tend to 
perceive the RegTech sector as immature and lack awareness of available solu-
tions operating in other jurisdictions.

4.2	 Implementation challenges

There are barriers to implementation which vendors and financial institutions 
see as particularly challenging. The obstacles to integrating RegTech solutions 
in clients’ legacy applications are mainly linked to a lack of capabilities in appli-
cation programming interfaces (APIs) on the clients’ side.

In addition, clarifying security, data privacy and protection issues and 
possible legal and regulatory obstacles to adopting those solutions may take 
substantial time and effort. In this context, RegTech providers perceive re-
quirements for processing personal data to be of significant relevance, followed 
by the evolving AML/CFT regulatory requirements and requirements for 
outsourcing. Moreover, substitutability between different RegTech solutions 
offering the same service can be challenging. At the same time, financial institu-
tions could require it to handle third-party and business continuity risks.

5.	 How to overcome the challenges

5.1		 Leveraging EU initiatives and frameworks

The EU is actively prioritising digital matters. It is committed to being fit 
for the digital age by facilitating and fostering innovation and competition, 
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while at the same time achieving the regulatory objectives of financial stabili-
ty, market integrity and consumer protection, and maintaining technological 
neutrality. Regulators and supervisors are engaging in various efforts to con-
tribute to these objectives and to become tech-ready and data-driven. In the 
RegTech field, several components of the EU Digital Strategy,16 including EU 
digital finance17 and EU data strategies, can be leveraged. In the field of report-
ing and data in the context of the EU supervisory data strategy, the European 
Commission, the ESAs and the national competent authorities are working 
towards modernising and integrating EU supervisory reporting while minimis-
ing the reporting burden for all relevant parties. 

These efforts fall in two different categories. On the one hand, an integrated 
approach to reporting is being developed to remove redundancies and harmo-
nise reporting for financial entities. Examples include i) the DMP ReFit18 by 
EBA and EIOPA, which evolves the DPM standard to support more complex 
data, larger volumes and better scalability; ii) the Integrated Reporting Frame-
work (IReF),19 which aims to integrate the Eurosystem’s statistical require-
ments for banks in a single standardised reporting framework applicable across 
the euro area; and iii) the BIRD project,20 in which several EU institutions and 
national central banks collaborate with the private sector in a joint effort to 
define a data dictionary and model across the various reporting requirements 
(statistical, prudential and resolution).

On the other hand, new experiments with modern techniques are being 
explored to change the approach to reporting requirements altogether. An 
example is the MRER21 (machine-readable and executable representation of 
reporting requirements) project, which was launched by the European Com-
mission and executed in close cooperation with ESMA to study whether such 
representation can enhance the efficiency and effectiveness of reporting devel-
opment and to identify any legal barriers to such approaches.

To facilitate RegTech adoption, ESAs and national authorities are engaging 
in activities supporting these new solutions. For example, they provide guidance 
and maintain dialogue with the private sector using various formats to help 

16	 See EC European Commission webpage, A Europe fit for the digital age

17	 See EC European Commission webpage, Digital Finance Package

18	 See DPM 2.0 Press release

19	 See IReF webpage

20	 See BIRD webpage

21	 See Commission workshop on MRER

https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age_en
https://finance.ec.europa.eu/publications/digital-finance-package_en#digital
https://www.eiopa.europa.eu/eba-and-eiopa-publish-data-point-modelling-standard-20-foster-collaboration-and-harmonisation-field-2023-06-13_en
https://www.ecb.europa.eu/stats/ecb_statistics/co-operation_and_standards/reporting/html/index.en.html#IReF
https://bird.ecb.europa.eu
https://finance.ec.europa.eu/events/workshop-unlocking-potential-machine-readable-and-executable-reporting-mrer-2022-10-18_en
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navigate regulatory matters, they are reachable through innovation hubs, and 
the established regulatory sandboxes allow some ideas to be tested in practice.

5.2	 Considering new approaches

At the level of financial institutions, there are several elements to consider when 
facing the abovementioned challenges. First, when the effort seems colossal and 
the changes too complicated, it is good to revert to basics, taking an incremen-
tal approach and focusing on things that can be controlled. This could mean 
that financial institutions re-assess where RegTech is most needed. Areas and/
or processes currently with the highest costs, most complex procedures and 
lowest added value could be great places to start. It is also helpful to identify 
which requirements are the most difficult to address and to clearly understand 
the pain points and their root causes in order to determine whether technolog-
ical solutions can address them. In some areas, a purely technological approach 
can be of limited benefit due to overly complex procedures, organisational 
problems and data quality issues.

Second, in preparing make-or-buy decisions, it seems that from the perspec-
tive of financial institutions the main determinant for a make-or-buy decision 
is still the associated cost. There are also other factors, such as the desire to keep 
a specific competence internal and whether these solutions are easily substi-
tutable if any issues emerge. In addition, from the RegTech providers point 
of view, financial institutions should focus on their ability to clearly formu-
late and communicate to RegTech providers an exact idea of the solutions they 
seek. Furthermore, integration issues have to be assessed too. Many financial 
institutions are exposed to significant legacy systems issues, where for better 
adoption of RegTech and to realise the associated benefits, the financial in-
stitution should consider whether it is better to upgrade the systems or if it is 
possible to integrate with RegTech without doing so. Finally, in the implemen-
tation phase, a major area to consider is change management and third-party 
management, where relevant.

At the industry level, RegTech providers indicated that they perceive 
benefits from more joint ventures with financial institutions and sandbox 
environments run by financial institutions, which could facilitate raising the 
awareness of institutions of the available RegTech solutions before engaging 
in a procurement process. In addition, various industry actors have expressed 
a need for deeper horizontal collaboration between regulators and supervisors 
covering the various regulatory areas that a single entity needs to comply with, 
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such as in the fields of data-sharing and data collaboration to fight financial 
crime and to enhance customer onboarding procedures.

Finally, it is crucial for all the parties involved, including regulators, to invest 
in skills to keep up with technology changes and associated risks.

6.	 Conclusion
As the regulatory context continues to evolve and as efforts towards harmoni-
sation and standardisation continue, there are new opportunities for RegTech 
to grow further. Various surveys22 show industry optimism in this regard. As 
an example of new applications for RegTech that might emerge, some industry 
actors23 suggest that this can be related to AI governance. It is also possible 
that specific RegTech offers will evolve to service crypto-asset service providers 
and issuers. In addition, with the regulation on digital and operational resil-
ience24 (DORA), existing cyber risk-related solutions could develop further to 
support compliance with DORA requirements. 

To conclude, it can only benefit regulators and supervisors to prioritise 
even further technology-readiness and technology-fluency, as this would also 
help render supervision and policymaking smoother and faster. In addition, 
new forms of holistic cooperation between authorities in innovation hubs and 
regulatory sandboxes may become necessary in the future for supervisors and 
regulators to consistently keep up with changes in the financial industry.

22	 E.g. see Thomson Reuters (2023).

23	 E.g. IBM article on AI governance

24	 Regulation (EU) 2022/2554.

https://www.ibm.com/blog/the-future-of-regtech-for-ai-governance/
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5. 	 Analysing digital 
business models1

Adrian Mora-Moreno  
Expert on digital finance at European Insurance and Occupational  
Pensions Authority

The evolution of technology and the integration of it in business process-
es have a profound impact on every stage in the value chain in the financial 
sector. This transformation is exemplified by the emergence of startups, which 
often engage in collaborative agreements with established enterprises, technol-
ogy firms, BigTech companies and IT platform providers entering the finan-
cial market. In addition, digitalisation creates new distribution channels such 
as online platforms and introduces innovative ways to engage with customers, 
offering significant potential benefits. Moreover, this digital revolution intro-
duces new types of competitors and potential disruptors of traditional business 
models, including mixed activity groups (MAGs) offering financial and other 
services.

The impact of digitalisation on market competitiveness and the dynamics 
of distribution is expected to continue to grow. To effectively navigate these 
evolving dynamics, it is crucial for regulators and supervisors to profoundly 
understand the impact of digitalisation in business models and the associat-
ed risks and sustainability over the long term. Supervision of these changing 
business models is paramount to ensure the stability and integrity of the finan-
cial ecosystem.

This chapter starts by introducing the concept of business models, putting 

1	 The content of this chapter reflects the opinions of the author and do not necessarily reflect the views 
of EIOPA.
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particular emphasis on the increasing influence of digitalisation on business 
models in the financial sector. Following this, it conducts an analysis of the 
pivotal role that the supervision of business models, particularly in the context 
of the evolving digital landscape, plays in assisting supervisors in meeting their 
responsibilities. Finally, it presents the work undertaken by the European Su-
pervisory Authorities (ESAs) in this field to support the efforts of national 
competent authorities (NCAs).

1.	 The increasing role of business model 
digitalisation 
A business model is the means by which an entity generates value from its 
business. All business models share common characteristics but each one has 
its own specific characteristics.2 From a pragmatic perspective, a business model 
plays a pivotal role in shaping various factors, including but not only the funda-
mental products and/or services offered, the marketing, distribution and sales 
strategies, the operational procedures and protocols, and interconnected struc-
tural, collaborative and financial agreements with other entities involved in the 
value chain, such as outsourcing and engagement with third-party entities.

Moreover, business models are dynamic and evolve over time. Business 
model innovation is the art of enhancing advantage and value creation by 
making simultaneous – and mutually supportive – changes to both an organi-
sation’s value proposition to its customers and its underlying operating model.3

In the context of the financial service industry, business model innovation 
has paramount importance in response to the transformative effects of digitali-
sation. This transformation has diverse dimensions. There is growing consumer 
demand for streamlined access to products and services from a single point of 
entry using smartphones or computers 24/7 from any location. Furthermore, 
the use of emerging datasets, including ones from the internet of things (IoT), 
combined with technological advances offers a way to establish more efficient, 
prompt and automated procedures.

Digitalisation by financial sector entities involves exploring, analysing 
and integrating technological innovations such as platforms, applications, 
chatbots, cloud services, data analytics, artificial intelligence and more. These 
technologies are harnessed to craft, deliver and capture value. This transform-

2	 Fielt (2013).

3	 Boston Consulting Group. Business model innovation. Available here. 

https://www.bcg.com/capabilities/innovation-strategy-delivery/business-model-innovation
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ative process often involves leveraging the internet and other digital tools, in-
cluding cloud services and digital platforms, to not only offer customers new 
products and services but also to streamline various aspects of the business such 
as marketing and sales, claims processing and customer service. In the course of 
this adaptation, supplementary elements enrich the value chain. These involve 
tailoring products to cater to specific customer needs, devising personalised 
pricing models, ensuring round-the-clock accessibility through distribution 
channels and providing ongoing support. The infusion of added value also 
extends to back-end business processes, improving stakeholder interaction, fos-
tering customer loyalty, and catalysing new opportunities through innovations 
in product offerings at the front end.

In the light of these dynamics, all stakeholders in the market have adopted 
digital strategies to varying extents. Traditional financial entities from the se-
curities, banking and insurance sector have embraced digitalisation to create 
innovative business models that cater to changing consumer preferences and 
technological advances. Simultaneously, entities born in the digitalisation era, 
such as insurtech startups, neobanks and larger technology corporations, i.e. 
BigTechs, are making inroads into financial markets with innovative propo-
sitions. Growing interactions have been observed between incumbent finan-
cial institutions, fintechs and BigTechs in a variety of co-operation models, e.g. 
partnerships, joint ventures, outsourcing and sub-outsourcing, mergers and 
acquisitions. These firms are also partnering to co-innovate and provide new 
products or services leveraging their complementary competencies.4 

In conclusion, the ongoing process of digitalisation is profoundly reshap-
ing the landscape of financial entities, compelling them to adapt and evolve 
their business models. Within this transformation, various entities in the finan-
cial market are employing diverse approaches and varying levels of innovation. 
For instance, traditional financial firms may choose to integrate robotic process 
automation to enhance their operational efficiency and employ chatbots and 
digital platforms for customer communication. In contrast, emerging players 
like insurtech startups and similar entities may opt for entirely digital business 
models offering innovative services through digital platforms.

4	 JC ESAs (2022).  
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2.	 Business Model Analysis (BMA): 
Evaluating strategies of supervised 
entities in the digital context 
As the growing digitalisation of business models continues to reshape the fi-
nancial services sector, the importance of effective supervision becomes ever 
more relevant. The objective of conducting BMA is to provide supervisors 
with a comprehensive understanding of various key elements.

BMA encompasses an evaluation of the viability and sustainability of an 
entity's existing and prospective business model. This evaluation takes into 
account various critical factors, including the organisation's strategic approach, 
risk tolerance, customers, the value proposition it offers, the intricacies of the 
value chain and the underlying profit generation mechanism that forms the 
core of the business model. Furthermore, this analysis serves the purpose of 
identifying and assessing potential risks inherent in the business model.

In the light of these objectives, the aims of the BMA can be grouped in 
three key areas: (a) to establish an understanding of the existing business model 
and its sustainability by discerning the mechanisms of value creation (‘who-
what-how-why’); (b) to anticipate potential transformations in the model due 
to strategic decisions made by the entity; and (c) to evaluate the consequences 
of alterations in the business environment – both internal and external. This 
holistic assessment contributes to a forward-looking evaluation of the durabil-
ity of the business model.

BMA is of paramount importance in the three sectors, serving as a pivotal 
tool for regulators and supervisors to effectively execute their responsibilities. 
In the context of prudential supervision in the banking, insurance and invest-
ment sector, BMA plays an integral role in supervisory review and evaluation 
process (SREP) methodology.5 The BMA should encompass assessment of the 
capacity of the supervised entity to generate profits, taking into account both 
immediate and prospective business sustainability, and prevalent and forth-
coming key risks and vulnerabilities. It is applicable to various corporate entities 
and organisational tiers, such as group-wide assessments, individual entities, 
intermediaries, specific business lines and ancillary service providers. As a con-
stituent of forward-looking supervision, BMA serves as a conduit for supervi-
sors to delve into the strategies of entities to generate profit, their current and 
future risk exposure, and the array of threats and opportunities they encoun-

5	 Art. 97, Directive 2013/36/EU; art. 36, Directive (EU) 2019/2034; art. 36, Directive 2009/138/EC.
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ter. It aids early identification and mitigation of foundational issues. The es-
tablishment of sustainable business models, ensuring viable profitability across 
extended timeframes, forms a cornerstone of a robust financial market. BMA 
serves as a supervisory tool utilised both during the licensing procedure and in 
ongoing supervision. This may include comparative BMA exercises for certain 
entities, often initiated by early warning indicators for specific companies or 
prior to the launch of new products.

In the process of conducting a BMA, regulatory authorities have the 
capacity to identify nascent strategies that could potentially yield risks or un-
certainties down the line. Among the array of risks, uncertainties may emerge 
in the digital context, either due to novel risks associated with the digitalisa-
tion of business models or due to the adoption of a strategy that disregards 
emerging technologies and the imperative of digitalisation. While this might 
not raise immediate concerns, neglecting it could potentially evolve into a sus-
tainability challenge to the business model in the future.

Given the aforementioned points, it is imperative that management bodies 
of supervised entities immerse themselves deeply in comprehending the ram-
ifications of their business models, along with the associated prudential and 
conduct risks involved. Specific conduct and prudential risks are typically 
inherent in any given business model and/or business strategy and its execu-
tion. Entities must proactively recognise these risks, institute efficient measures 
to mitigate and manage them, establish appropriate checks and balances, and 
consistently reevaluate them in tandem with shifts in the business model or 
external circumstances. In extreme cases, entities might opt to abstain from 
engaging in the specific activity or practice giving rise to substantial risk.

Fragmentation of the value chain, the rise of digital platforms, the presence 
of BigTechs, MAGs, fintechs and the emergence of new forms of cooperation 
have collectively accelerated the evolution of financial services and business 
models through digitalisation and innovative technologies. In the rapidly 
changing landscape of financial services driven by digitalisation and innovative 
technologies, conducting assessments of business models offers financial super-
visors a valuable opportunity to gain deeper understanding of the factors that 
generate both opportunities and vulnerabilities within the entities they oversee 
and enables them to craft more tailored and appropriate supervisory strategies 
that are well-aligned with the realities of changing business models.
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3.	 The role of ESAs in supporting  
the supervision of digital business models
European Supervisory Authorities (ESAs) supervise digital business models 
aiming to ensure that the financial sector is safe and sound in the digital age. 
ESAs actively take multiple measures to assist the NCAs and contribute to the 
supervision of digital business models in the EU financial sector. These steps 
include the following.

•	 Offering guidance and recommendations to NCAs and the European 
Commission. In January 2022 in response to a call for advice on digital 
finance from the European Commission, the ESAs released a report. This 
report presents insights into the changes that the application of innova-
tive technologies is bringing to the structure of the EU financial sector. 
The ESAs recommend a series of actions to the European Commission 
to strengthen the regulation of EU financial services and enhance super-
visory capabilities in line with these developments. The recommenda-
tions are intended to address the evolving landscape of digital finance 
and ensure sustained relevance and effectiveness of the EU's financial 
regulatory and supervisory framework.6 

•	 Monitoring trends and developments and enhancing cooperation. The 
ESAs, both individually and jointly through the Joint Committee (JC), 
monitor trends and developments in the digital financial sector. This 
includes monitoring the emergence of new digital business models, the 
use of new technologies and the risks posed by these developments.7 In 
addition, the European Forum for Innovation Facilitators (EFIF) within 
the JC provides a platform for supervisors to meet regularly to share ex-
periences from engagement with firms to innovation facilitation (regu-
latory sandboxes and innovation hubs) to share technological expertise 
and to reach common views on the regulatory treatment of innovative 
products, services and business models, overall boosting bilateral and 
multilateral coordination.8  

•	 Engaging with stakeholders. The ESAs engage with stakeholders, such 

6	 JC ESAs (2022).  

7	 JC ESAs (2016).

8	 European Forum for Innovation Facilitators. See here. 

https://www.eba.europa.eu/financial-innovation-and-fintech/european-forum-for-innovation-facilitators
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as financial institutions, technology companies and consumer groups, 
to discuss the supervision of digital business models. This engagement 
helps the ESAs understand the challenges and opportunities posed by 
digitalisation and to develop effective supervisory approaches. 

The ESAs' work on supervising digital business models is ongoing. They will 
continue to monitor trends and developments, engage with stakeholders and 
enhance cooperation to ensure that the financial sector is safe and sound in the 
digital age. In addition to the abovementioned joint work, each of the ESAs has 
done work related to emerging business models, including the following. 

In 2021, the European Banking Authority published a report on the use 
of digital platforms in the financial sector.9 The report argues that one aspect 
of structural change is an increasing reliance on digital platforms. It presents 
different types of platforms, such as comparators, financial institutions, ecosys-
tems and enablers and discusses the risks associated with platformisation, such 
as ICT and operational resilience risks, concentration and interconnectedness 
risks, customer data risks, reputational risks, competition and level playing field 
risks and new forms of ML/TF risks. The report also makes recommendations, 
which are based on seven topics: supervisory oversight of third-party service 
providers; clarity in classifying the cross-border provision of digital services; 
consumer protection and conduct issues; skills and resources of NCAs to ef-
fectively monitor coverage of MAGs by sectoral prudential consolidation rules; 
systemic interconnectedness; risks posed by MAGs/BigTech providing finan-
cial services; and a structured cooperation framework connecting relevant au-
thorities. This work informed the ESAs’ abovementioned response to the EC 
on digital finance. 

In 2023 the European Securities and Markets Authority published a super-
visory briefing on supervisory expectations in relation to firms offering copy 
trading services.10 Copy trading is a service that involves trading client’s assets 
based on the trades of another trader. The briefing outlines expectations of 
how MiFID requirements should apply to copy trading business models.

Digital business model analysis is among the priority areas outlined in a 
supervisory convergence plan for 2023 issued by the European Insurance and 
Occupational Pensions Authority.11 In the plan, EIOPA emphasises the impor-
tance of supervisors reflecting on ongoing changes to gain better understand-

9	 EBA (2021). 

10	 ESMA (2023).

11	 EIOPA (2023). 
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ing of new technology-driven business models and strategies, assess the associ-
ated risks and determines their long-term sustainability. In alignment with the 
commitments outlined in the plan, EIOPA is actively developing supervisory 
convergence tools to assist NCAs in conducting business model analyses in the 
context of the digital insurance market.

4.	 Conclusion 
The impact of technology in the financial sector is profound. It is reshaping 
the entire value chain and driving dynamic changes. The continual evolution 
of business models in response to these shifts presents both opportunities and 
risks, underscoring the importance of effective supervision. BMA assists super-
visors in comprehending critical elements and supports forward-looking over-
sight. The ESAs are actively taking measures to assist the NCAs and contribute 
to the supervision of digital business models in the EU financial sector. 
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6. 	 Selected case studies1

Maha Abbassi  
Policy Expert at European Banking Authority

Giulio Bagattini 
Risk Analysis Officer at European Securities and Markets Authority

Andres Lehtmets  
Seconded National Expert on InsurTech at European Insurance and 
Occupational Pensions Authority

1.	 Introduction
In the context of the EU-SDFA, the ESAs have organised targeted workshops 
to discuss practical issues related to the interaction between digital finance and 
the existing regulatory framework, and practical matters relevant to supervi-
sors. 

This chapter presents three selected use cases from ESMA’s workshop on 
SupTech, EIOPA’s workshop on Digital Business Model Analysis and the 
EBA’s workshop on RegTech.

As part of its efforts to increasingly leverage the potential of SupTech, 
ESMA has developed automated methods to analyse the prospectuses of finan-
cial securities. This project showcases how text-processing tools can transform 
unstructured information from documents into structured data for quantita-
tive analysis.

EIOPA has investigated the risks and benefits of open insurance develop-

1	 The views expressed here are those of the authors and do not necessarily reflect those of the European 
Supervisory Authorities.
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ments and new applications. The selected use case of an insurance dashboard 
that displays a consumer's insurance policies, along with a comparison tool 
of coverages and prices from different providers, helped stir the discussion on 
such technical and supervisory implications of setups.

The EBA's example and the ensuing discussion elaborated on the benefits 
and challenges in data sharing and collaborative analytics in the fight against 
money laundering and terrorist financing.

2.	 NLP applied to prospectuses
The prospectuses of securities issued in the EU under the Prospectus Reg-

ulation can be lengthy – sometimes spanning up to 1,000 pages – and filled 
with technical language. Therefore, they serve as an ideal ground to develop 
SupTech. In particular, natural language processing (NLP) techniques provide 
novel tools for supervisors and policymakers to facilitate their assessment of 
the application of the Prospectus Regulation by issuers and to identify themes 
which potentially warrant closer monitoring.

Against this background, the project2 explored a number of linguistic 
features of prospectuses, such as their length, the ‘effective’ length once all doc-
uments referenced by links are included, the extent to which duplication of text 
occurs, and the complexity of the language used. It also examined the contents 
of specific sections and required phrases, such as the risk factors section.

Approximately 593,000 pages of text from 3,220 documents were analysed 
using computer code that counted the number of pages of each document and 
recognised their language.

The next step involved extracting all hyperlinks from the PDF documents. 
The use of hyperlinks is relevant because it yields an alternative measure of 
the amount of information that an issuer makes available in compliance doc-
uments. In addition, a large number of sources that are external to the pro-
spectus may make it more difficult for investors and supervisors to retrieve all 
the content relevant to their understanding of the product. Once the hyper-
links were identified, their functionality was verified by accessing the linked 
webpages via automated connections. Then, the documents linked to in each 
prospectus were downloaded, which resulted in c. 950,000 pages of text – or 
almost 300 additional pages per prospectus. These extra texts include addition-
al marketing material, information on the issuer, periodic reports and financial 
accounts. 

2	 Some of the findings in this project are described in ESMA (2022a).
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The project then turned to analysing the risk factors laid out in the pro-
spectuses, i.e. disclosures made by issuers regarding how risks affect the finan-
cial instrument. The information disclosed and how it is presented have signifi-
cant implications for policy, supervisory convergence and risk assessment, but a 
systematic analysis of this information by a human supervisor is difficult given 
the lengthy text typically used and the unstructured format of the disclosure. 
The risk factor section of each prospectus was identified using a rules-based 
algorithm constructed to recognise the internal structure of the document, 
and further segmented into distinct risk factors. The results of this exercise 
showed that prospectuses of structured finance products like derivatives and 
asset-backed securities tend to have more risk factors than more straightfor-
ward products like shares and debt instruments. At the same time, the number 
of risks presented in prospectuses for the same type of instrument varies widely, 
ranging from just a few to a hundred. This raises questions about the different 
approaches adopted by issuers. The risk factors were then assigned to specific 
topics based on keywords, such as interest rate risk, for further investigation. 
The language used by different issuers for each topic was compared in order 
to understand if the risks disclosed were tailored to company-specific sources 
of risks and the unique characteristics of their financial instruments. This lin-
guistic analysis highlighted a number of cases of identical or highly similar 
language used by multiple issuers when describing certain risks. This obser-
vation suggests that there may be industry-standard risk descriptions or tem-
plates that issuers employ. By uncovering these insights, the project provided 
examples of actionable practices for regulators and supervisors to enhance their 
understanding of risk disclosures in prospectuses, prioritise supervisory actions 
and help them make informed decisions in their oversight roles.

Next, some tools to analyse the linguistic complexity and diversity of pro-
spectuses were examined. First, several ways to assess the complexity of a text 
were assessed, which ranged from basic metrics such as sentence length to more 
complicated econometric-based methods. The proposed analysis employed a 
linguistic measure called Yule’s I, which measures the uniformity of vocabu-
lary in a text. Somewhat surprisingly, prospectuses describing instruments with 
more complex payoffs and features, such as asset-backed securities and deriva-
tives, tend to have less diverse (i.e. more uniform) vocabulary. In contrast, typ-
ically more straightforward instruments like equities and debt instruments 
tend to have a greater variety of language. A possible reason for this pattern is 
that issuers of complex instruments use simpler language to compensate for 
the inherent complexity of the information presented in the prospectus to 
make the instrument more palatable to investors – a pattern that, if confirmed, 
would have relevant implications for policymakers to assess.
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Finally, the project offered insights into methods to assess repetition and 
duplication of text in a document. The extent to which duplication of text 
occurs in compliance documents is of particular relevance from an investor pro-
tection perspective, insofar as repetition of language can lead to reader fatigue 
and the risk of key provisions being overlooked. Different methods were con-
sidered to isolate distinct sentences in the raw text and compute the extent to 
which identical sentences appear more than once in each document. It was 
shown that longer documents do not always include correspondingly greater 
amounts of information. The rate of repetition of text also tends to be higher 
in financial security prospectuses than in a sample of comparable investment 
fund prospectuses.

Overall, analysis of prospectuses using NLP provides policy-relevant 
insights into the accessibility of these documents for investors and suggests that 
prospectuses may not always convey key information optimally. The project 
illustrates the usefulness of text mining as a SupTech tool. The development 
of algorithms capable of analysing the content of prospectuses opens new pos-
sibilities for supporting supervisory assessments, as key information which 
would be time-intensive for the human eye to find can be extracted in seconds 
from lengthy documents. Such information can also be used for supervisory 
convergence activities, for example in peer reviews.3 This facilitates the detec-
tion of anomalies, which supervisors may subsequently prioritise for manual 
inspection. The methodologies developed can assist the ability of supervisors 
to systematically monitor risks faced by investors in relation to specific finan-
cial instruments and how clearly and thoroughly these risks are presented in 
the prospectus.

NLP-based analyses also have limitations. For instance, the choice of lin-
guistic metrics used as criteria in the text analysis is subject to prior selection 
and judgement. The advantages and pitfalls of rules-based vs. machine-learn-
ing-based approaches in analysing heterogeneous documents such as prospec-
tuses using NLP were also taken into account. While machine-learning-based 
NLP tools were partly used, in many cases it was evaluated that a rules-based 
approach would yield the best results given the characteristics of the corpus of 
documents. Although solutions and methodologies were tailored to achieve 
specific objectives, this project provided concrete tools and ideas that can 
inspire a similar NLP analysis in the work of supervisors.

3	 For example, see ESMA (2022b).
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3.	 Open insurance 
A discussion on open finance has been taking place for some time, focusing 
so far mainly on the banking sector (open banking). Internal application pro-
gramming interfaces (APIs) in insurance have been in place for a while, but the 
focus has only recently shifted towards opening up APIs to the outside world 
to offer better services to policyholders or achieve greater market competition. 
However, in the absence of any regulatory or self-regulatory requirements, de-
veloping such services entails bilateral agreements and the bridging of differ-
ent standards to ensure interoperability. Open insurance would involve some 
standardisation or possible compulsory data-sharing initiated and consented to 
by the customer.

A recent European Commission proposal for a framework for Financial 
Data Access4 (FIDA) aims to expand open finance into other sectors, includ-
ing the insurance and pensions sector, by creating a possibility but no obliga-
tion for customers to share their data with data users in secure machine-reada-
ble format. These developments have increased the need to better understand 
open insurance and the related risks and benefits from the supervisory perspec-
tive. There are still many questions on how certain new open insurance services 
would look and should be treated, what existing regulation should be applied 
and how the new proposed regulation might impact the sector and its super-
vision. 

Consequently, one of the case studies explored during the workshop at 
EIOPA on Digital Business Model Analysis focused on a concrete, specific and 
detailed open insurance case to facilitate better understanding of implications 
among the supervisory community and to explore technical issues and supervi-
sory challenges in a concrete way. The use case explored in detail was insurance 
dashboard, which aims to collect and show a consumer in a user-friendly way 
their different insurance policies and related information at a single glance, ag-
gregating and combining information from the various insurance companies/
intermediaries each consumer could have business with. Additionally, such 
a dashboard can integrate the functionalities of a comparison tool, enabling 
the consumer to compare coverages and prices between existing providers and 
others on the market. 

Any information from the consumer would only be visible to players other 
than ones with which the consumer has a specific contract if the consumer 
explicitly requires it. If all information were available, it would allow the 

4	 See EC (2023) COM(2023) 360 final.
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consumer to see his full insurance position and also see alternative offers and 
compare products so as to make an informed choice. This can be seen as an al-
ternative for more digital consumers to have access to all relevant information 
in a meaningful and consumer-focused way. The logic is that from a consumer 
perspective the complexity of many insurance products makes it difficult for 
consumers to understand their overall insurance situation such as what insur-
ance policies they have, what is covered by their existing insurance policies, 
what is excluded and where they might have personal protection gaps. Cur-
rently consumers are not able to access a single overview of their existing in-
surance policies in a non-cumbersome way unless they have consolidated these 
insurances in one place (e.g. using one broker or one undertaking for all their 
insurance policies). 

It should be highlighted that consumers should always have control over 
the data and their flows/permissions, i.e. the consumer may decide that only 
he/she sees the full information, allows certain undertakings/brokers to see all 
the information or have it completely open.

Exploring an insurance dashboard use case includes the need to focus on 
areas such as the data flows involved, potential roles and responsibilities of dif-
ferent stakeholders, the application of existing legal frameworks, implementa-
tion challenges and risks regarding data sharing, and potential concrete benefits 
and risks for consumers.5 

From data accessibility and availability a prospective insurance dashboard 
requires product information (risks covered, exclusions, price, duration of the 
contract, provider name etc.), customer identification information (name, 
surname, address, phone, email, date of birth, place of birth) and information 
on insurable assets (varying according to line of business). All this informa-
tion is currently available in insurer or intermediary databases or in the public 
domain. However, most of the data that is needed for the use case, despite being 
available, is not accessible for re-use. Insurers and intermediaries are not obliged 
to make these data available to other insurers or third parties in machine-reada-
ble and standardised format (e.g. through APIs). There is no legal requirement 
for this [except the General Data Protection Regulation (GDPR) data porta-
bility rule, which covers only certain data and is not in practice operational].

Hence, currently developing dashboard services involves leveraging PSD2 
data, web scraping, the consumer taking the initiative to provide data or bilat-
eral negotiations, agreements and contracts, and working to bridge different 

5	 For more detail see EIOPA (2023).
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standards since there is insufficient interoperability (standardisation). Given 
this, for an insurance dashboard to be more efficient and lead to the expected 
benefits it would need to have at least a certain level of standardisation of data 
and products and possible compulsory data sharing requirements for the in-
surance industry based on the explicit consent of the customer.6 The data to 
present to the users in the dashboard can either be stored centrally or the dash-
board can connect to the data providers each time a user has been authenticat-
ed and identified (and delete the data from its system after the user has logged 
off).

The sharing of and access to consumer data in an open insurance context 
must take place in a transparent, safe and ethical environment in full respect 
for all EU data protection requirements. When building such a dashboard it 
should be ensured that consumers fully understand what they are consenting 
to and potential risks related to overall information overload and complexity 
stemming from poorly designed consumer journeys should be mitigated. 

The workshop participants also explored possible benefits and risks in 
relation to the use cases that have been identified. Data protection, security 
issues and the question of exclusion or discrimination were the major concerns 
highlighted. The more information insurance undertakings have about a given 
individual, the greater the probability that some parameter or combination of 
parameters could negatively affect the coverage or pricing that individual gets. 
Exclusions may not only come as a result of excessive data. Coverage might be 
denied to people who are unwilling to share certain information. Those that 
are not very tech-savvy and do not use modern devices might be left behind 
because of a lack of analysable data or other barriers. A potential increase in 
ICT and cyber risk and a potential lack of control over personal data were also 
highlighted. 

The use case discussion concluded that in the broadest sense the develop-
ment of open insurance products or services might lead to benefits for consum-
ers (e.g. in terms of personalised pricing, increased competition, better access 
to insurance, fraud detection), but it also raises risks such as the exclusion of 
classes of customers due to their risk profile, mis-selling, increased information 
asymmetry against consumers and price discrimination. In addition, data pro-
tection and confidentiality issues, even if not strictly under the remit of pru-
dential and conduct supervisors, become more relevant. As such, development 
needs to be monitored, emergent risks identified and where regulatory adjust-
ments and supervisory responses are necessary they should be considered. 

6	 Note that the FIDA proposal that was published after the workshop aims to solve some of these 
issues.
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4.	 Collaborative analytics in transaction 
monitoring
The amount of money laundered worldwide is estimated to be between 2% and 
5% of global GDP.7 Only an insignificant portion of it is recovered. The fight 
against money laundering is essential, and the EU is engaged in it on several 
fronts. Under the Anti-Money Laundering Directive,8 obliged entities must 
conduct ongoing monitoring of their business relationships, including trans-
action monitoring. RegTech solutions are increasingly popular in this respect.

During the EU-SDFA RegTech workshop several examples were presented. 
Among them was a solution for transaction monitoring that served as a basis 
for a subsequent discussion on data sharing and collaborative analytics. In this 
example, several banks joined forces to improve the identification and utility 
of unusual transaction reports to financial intelligence units (FIUs). More 
specifically, the main added value of this use case results from the fact that it 
puts together encrypted customer transaction data from participating banks to 
identify patterns and uncover possible transaction networks that would not be 
visible to any single bank. When such unusual patterns are detected, the partic-
ipating banks receive an alert, investigate on their side, and report to the FIU 
when required.

It should be noted that in this setup, the banks remain solely responsible for 
monitoring transactions and for the business relationship with the customers.

It is important to highlight that to ensure data protection not all customer 
data is shared, but only those parts that are necessary for the monitoring 
activity, and sensitive data is pseudonymised before sharing using privacy-en-
hancing techniques. This means that the data cannot be directly linked to the 
customer by other parties because only the bank has the encryption/decryption 
key. The shared data include business identifiers and a subset of transaction in-
formation, for example the time, amount and destination of the transaction. 
In addition, at the moment only business customers’ data and transactions are 
handled, i.e., there is no natural persons’ data processed. The overall process is 
set up in such way that the participating banks are not sharing the same set of 
data among themselves but are only sharing the pseudonymised data with the 
entity tasked with the analysis. 

7	 See Europol money laundering page and UN Tax abuse, money laundering and corruption article

8	 Directive (EU) 2015/849.

https://www.europol.europa.eu/crime-areas/economic-crime/money-laundering
https://www.un.org/development/desa/en/news/financing/facti-interim-report.html
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Regarding the security of the data, several measures are applied. In par-
ticular, all actions and data processing activities, including search actions, are 
recorded and can be traced back to the individual employees.

Various machine learning models and statistical techniques are used to 
gain new insights from the pooled data. In terms of performance, the machine 
learning-based models produced significantly better results than the rule-based 
tools.

The case study highlighted an interesting approach and set the stage for 
a subsequent discussion regarding possibilities of using different technologies 
and data collaboration in the fight against money laundering. 

To further improve the benefits that can be derived from such analysis, one 
of the ideas discussed was to link to the natural persons’ data, for example about 
the ultimate beneficiaries or the directors of companies and proceed using a 
similar methodology to the case study mentioned. While this would help 
reveal further networks and relationships between firms, it also brings chal-
lenges related to data protection. Indeed, financial institutions have an interest 
in acting as financial gatekeepers fighting financial crime, and the benefits of 
a larger data set to detect financial crime networks are undeniable. The same 
benefits have also been observed by several AML supervisors and FIUs having 
engaged in similar endeavours at national and cross-border levels. 

A proof of concept, Aurora,9 uses a similar approach to the one in the case 
study, trying out centralised and decentralised privacy-enhanced collaborative 
data analytics at the national and cross-border levels. It also concludes that the 
collaborative machine-learning approach yields superior results to the siloed 
rule-based approach. However, in other projects, supervisors10 faced the same 
issues as the private sector, e.g., needing more legal clarity on data privacy and 
confidentiality matters, including when using external resources to build ana-
lytics tools.

Keeping in mind the potential negative consequences of sharing personally 
identifiable information is also necessary. For example, involving more inter-
mediaries could also mean a greater risk of data breaches. In this case, as these 
processors would be using multiple large data sets, they could become a pre-
ferred target for cybercriminals, especially if major players emerge among these 
processors.

9	 See BIS (2023).

10	 See BIS (2019).
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Another question that was raised is regarding the potential consequences 
for the business relationship between the bank and its customers because of 
the triggered alerts and whether this would lead to service denial without a full 
background in some cases (i.e., false positives based on data that the bank facing 
the customer cannot verify or did not vet). Although, in the example studied, 
this could be mitigated by having humans in the loop and by the fact that par-
ticipating banks fully investigate alerts and do not base their decisions solely on 
the signals received, mitigants for such issues need to be embedded by design in 
the case of potential future use of automated solutions.

In addition, it is only fair to exhaustively consider all the alternative ap-
proaches available in terms of technologies, as it is possible that other solu-
tions might present better trade-offs or lower risks. Suggestions for alternatives 
included zero-knowledge protocols. There are also other technological alter-
natives such as confidential computing, multi-party secure computations and 
governance options including the nature of the parties’ responsibilities and 
public-private partnerships.

In conclusion, this use case and the discussion highlighted interesting ap-
proaches to data sharing and collaboration that could benefit the fight against 
money laundering. The initial results from various experiments are promising, 
but these approaches bring additional risks and there is still legal uncertain-
ty in some areas. In essence, one needs to keep an open yet critical mind to 
ensure that data protection rights are preserved and that regulatory objectives 
are achieved while maintaining technological neutrality.

Creating awareness of the uses and limitations of different privacy-enhanc-
ing techniques, collaborative analytics and secure computation techniques 
(including hardware solutions) among supervisors could be a sensible place 
to start for a better and holistic understanding of the full picture. There is a 
need to have a more precise cost-benefit analysis and to consider in more depth 
a more exhaustive range of techniques and governance settings to share and 
analyse data. Such efforts might be more targeted and effective if the industry 
is included as a partner in this endeavour to help focus on the most important 
practical issues.
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5.	 Conclusion
From different points of view, the use cases presented in this chapter offer 
insights into how deeply embedded digitalisation and technology have become 
in financial services – and inevitably in their supervision. These use cases 
demonstrate particularly well the value to supervisors and regulators of coming 
to grips with the many aspects and implications of an increasingly technologi-
cal and digitalised financial sector.
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